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Abstract 
The global impact of the novel coronavirus disease (COVID-19) has significantly affected 
people worldwide. Each nation has implemented necessary precautions against this highly 
contagious disease due to limited vaccine access and the absence of a straightforward, effective 
COVID-19 therapy. Consequently, individuals are increasingly turning to online social 
networking platforms (e.g., Facebook, Reddit, LinkedIn, and Twitter) to share their 
perspectives on COVID-19. This study focused on analyzing user sentiments related to 
COVID-19 using a Twitter dataset. For a period of 36 days (from 25 July to 29 August 2020), 
I acquired a dataset of COVID-19-related Twitter posts from Kaggle to conduct sentiment 
analysis. Multiple machine learning (ML) strategies were employed to classify user sentiments 
about COVID-19. The dataset was initially categorized into three sentiment ratings: positive, 
negative, and neutral, to train various ML algorithms for predicting user concerns regarding 
COVID-19. Feature extraction methods such as Word2Vec and TF-IDF were utilized in this 
study. Results indicated that Word2Vec, coupled with a random forest classifier, yielded 
superior outcomes. 
Keywords: COVID-19; sentiment analysis; machine learning; neural network; natural 
language processing 
1. Introduction 

COVID-19, also known as the coronavirus illness, emerged recently in Wuhan, Hubei 
Province, China, and rapidly disseminated worldwide. On March 11, 2020, the World Health 
Organization declared it a pandemic due to its continued global spread. Despite the significant 
impact on millions of lives, numerous countries implemented lockdowns of varying durations 
to curb the virus's transmission [23]. Throughout this period, people extensively utilized social 
media platforms to express their thoughts, opinions, and feedback on COVID-19. Platforms 
like Twitter experienced a substantial surge in pandemic-related tweets within a short 
timeframe. 

Amidst the isolation period, individuals express their emotions on social media, where 
real-time and valuable information about COVID-19 is available. However, social media data 
can sometimes be unhelpful or misleading. Encountering inaccurate or negative information 
exacerbates people's distress. With "staying at home," "work from home," and "isolation time" 
becoming the new norm, social networking platforms are widely used for sharing news, ideas, 
emotions, and advice. Instances of misinformation, where individuals attempt to confuse or 
mislead with false or irrelevant information, are prevalent. For instance, claims like "eating 
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bananas prevents COVID-19" contribute to misinformation. Individuals affected by the illness 
undergo various physical and mental changes, necessitating the swift application of logical 
techniques to understand informative data streams. While distinguishing relevant material from 
the vast and noisy data on platforms like Twitter and Facebook can be challenging, cleaning 
this data reveals human feelings, emotions, expressions, and thoughts. Thorough examination 
provides insights into the current state of mind, attitude, and nature of a significant human 
population. The growing number of social media users, relying on it for educational content, 
contributes to the expanding volume of data. This paper focuses on employing Natural 
Language Processing (NLP) with various AI algorithms to extract useful information 
effectively [7]. However, challenges in determining inherent importance using NLP strategies, 
such as contextual phrases and words, along with ambiguity in text or speech, necessitate the 
use of ML-based algorithms [12][9][5]. Utilizing sentiment analysis of Twitter data from 
Kaggle, this paper explores public attitudes to investigate the escalating concern about 
coronaviruses. 

The paper unfolds in the following manner. The initial segment of Section 1 serves as an 
introduction. Section 2 offers a succinct overview of pertinent literature. In Section 3, a 
comprehensive elucidation of the entire process is presented. The section 4 delves into the 
discussion of experimental results. Section 5 encapsulates the findings and outlines potential 
avenues for future research. 
2. Related Works 

Since the onset of the coronavirus pandemic, researchers have extensively discussed its 
causes, consequences, and trends. This section presents the sentiment analysis of tweets 
conducted through various machine learning techniques. The difficulty lies in discerning 
valuable information from the noise in the data. 

Another study focused on the subjects and emotions expressed by people on Twitter 
regarding COVID-19. Researchers collected tweets related to COVID-19 and classified them 
as positive, negative, or neutral. They employed various feature sets and classifiers to 
determine the prevailing sentiment in the tweets. The Bidirectional Encoder Representations 
from Transformers (BERT) model demonstrated the highest accuracy (94.80%) and served as 
the sole assessment metric in this study due to its precision. While classification accuracy is a 
common starting point, it alone may not adequately assess a model's efficacy. Therefore, 
precision, recall, and F1-score, in addition to accuracy, must be considered to validate the 
model's performance [8]. 

An alternative study delved into the psychological impact of COVID-19, aiming to 
scrutinize the intricacies of human behavior and mood [15]. The analysis indicated that news 
about COVID-19 has induced heightened anxiety and crisis feelings among individuals due to 
the ramifications of the coronavirus. Numerous studies have dissected the economic 
repercussions of the industrial crisis and the COVID-19 issue on diverse industries and nations 
[4]. Given the extensive data accumulated from various social media platforms in recent years, 
sentiment analysis based on tweets has found application across multiple domains, 
encompassing YouTube, Reddit, Facebook, and Twitter [1]. The research uncovers challenges 
associated with the gathered data [3]. Diverse machine learning (ML) and deep learning (DL) 
classifiers scrutinize information in both short and long texts. While logistic regression and 
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Naive Bayes yield average results of 74% and 91%, respectively, for short text evaluation, both 
models exhibit poor performance when testing on lengthy text passages [17]. The 
contemporary reliance on social media for news dissemination is evident, with individuals 
utilizing platforms to express their opinions and thoughts regarding this unusual infection [11]. 

Sentiment analysis, an efficient method for text analysis, autonomously extracts insights 
from unstructured data originating from sources such as social media, emails, and support 
requests. Machine learning (ML) techniques, including various data types, play a pivotal role 
in automating information harvesting [6],[2]. Jain et al. [6], in their exploration of ML systems 
for Twitter sentiment analysis, scrutinize diverse measures, presenting a detailed sentiment 
analysis procedure. Employing multinomial Naive Bayes and decision tree models as analytical 
tools, the decision tree achieves impeccable scores of 100% for accuracy, precision, recall, and 
F1-score. Researchers worldwide collaborate to compile and disseminate Twitter datasets for 
COVID-19 [2],[10]. In [17], the authors utilize three distinct Twitter datasets to conduct 
sentiment analysis on COVID-19-related tweets. After collecting and pre-processing the 
datasets, and creating TF-IDF vector representations, various ML models are employed to 
predict attitudes. The evaluation reveals that, compared to alternative methods, the decision 
tree attains the highest accuracy at 93%. Furthermore, in [18], a set of keywords is employed 
to mine Twitter for user sentiment. Subsequently, these sentiments are used to train a Naive 
Bayes classifier (NBC) algorithm for deciphering user attitudes. 

Pokharel et al. [16] delineate the responses of Nepalese citizens to the coronavirus 
epidemic. Employing CORONAVIRUS and COVID-19 as search terms, they meticulously sift 
through Twitter for relevant mentions. The sentiment analysis encompasses tweets from Nepal 
within the period of May 21 to May 31, 2020. In demonstrating the correlation between the 
rise in COVID-19-positive patients and the progression of time, the authors of [19,20] utilize 
a mediative fuzzy correlation technique. 
 
3. Methodology 

This section elucidates the essential understanding necessary for the study, encompassing 
every resource and method employed. Following the compilation of raw data, a meticulous 
pre-processing stage was undertaken to eliminate any errors. The sentiment of each document 
was subsequently evaluated through sentiment analysis. A diverse array of methods was then 
applied to extract relevant characteristics. Ultimately, machine learning techniques were 
employed to classify user sentiments. Figure 1 illustrates the comprehensive strategy employed 
in performing sentiment analysis. 
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Figure 1: Proposed Methodology 

 
3.1. Data Acquisition 

In the scope of this research endeavor, the Covid19 dataset, diligently procured from 
Kaggle, unfolds as a comprehensive repository of tweet texts intricately linked to the domain 
of Covid19. This substantial dataset encapsulates a myriad of expressions and conversations 
circulating around the prevalent global health crisis, recognizing the fluid nature of the 
discourse. It notably encompasses a diverse array of terms such as "Corona," "Covid19," and 
"Coronavirus," with the recognition of case insensitivity ensuring a comprehensive coverage 
of relevant content. 

Carefully curated for the explicit purpose of research exploration, this dataset unfolds over 
a finite yet crucial temporal expanse. Spanning a significant duration of 36 days, from July 25 
to August 29, 2020, this temporal window captures a dynamic snapshot of the public's 
sentiment, concerns, and discussions during a pivotal phase of the ongoing pandemic. The 
inclusion of this specific timeframe serves to capture the evolving landscape of opinions and 
emotions within the context of Covid19, offering invaluable insights into the temporal 
dynamics of public discourse. 

As the research progresses, delving into this rich repository promises to unveil nuanced 
patterns, sentiment shifts, and emergent themes, providing a holistic understanding of the 
collective voice echoing through the digital realm during this critical period. The meticulous 
curation of this dataset lays the foundation for a comprehensive analysis that transcends mere 
quantitative metrics, aiming to uncover the qualitative subtleties embedded within the vast 
tapestry of online conversations surrounding Covid19. 

 
Figure 2: Snapshot of Dataset 

 



 

 

Semiconductor Optoelectronics, Vol. 42 No. 02 (2023) 
https://bdtgd.cn/ 

1472 

3.2.Data Processing 

Fundamentally, data pre-processing serves as a pivotal step in purifying raw data to ensure 
heightened accuracy in subsequent analyses. The distinctive traits of the linguistic model of 
Twitter present unique challenges. Raw tweets commonly harbor significant noise, misspelled 
words, and a plethora of acronyms and slang terms, all of which pose obstacles to the precision 
of our algorithm. The pre-processing of data is undertaken to enhance accuracy by eliminating 
noisy characteristics. The subsequent steps are implemented to meticulously prepare the dataset 
for analysis: 

 Initially, all occurrences of symbols such as #, @, !, $, %, &, HTML elements, and 
integers were systematically removed from the entire dataset. The Python programming 
language's regular expression module was employed to execute these processes. 

 Our acquired dataset encompasses both lowercase and uppercase letters. To ensure 
consistency, we uniformly convert all letters to lowercase. 

 Subsequently, the entire text dataset underwent tokenization, a process involving the 
breakdown of extensive text into more manageable segments, such as individual words 
or phrases [24]. 

 Ultimately, the complete text collection underwent stemming to yield refined Twitter 
text. Stemming involves determining a term's root shape by removing its affixes [25]. 
Both tokenization and stemming operations were conducted using the Python NLTK 
module. 
 

3.3.Sentiment Analysis 

Sentiment analysis, a nuanced process for evaluating the emotional nuances within textual 
content, strives to distinguish whether user expressions convey positive, negative, or neutral 
sentiments. To facilitate this intricate task, the TextBlob library, renowned for its proficiency 
in handling these three classification types, was judiciously employed [11]. 

TextBlob furnishes pivotal polarity (P) and subjectivity (S) values for the purpose of 
categorization. Positivity is discerned when the polarity value surpasses 0 (P > 0), neutrality 
prevails when the value is precisely 0 (P = 0), and negativity is inferred otherwise. Subjectivity, 
denoted by a floating-point integer within the span of [0.0, 1.0], encapsulates a spectrum where 
0.0 represents an elevated degree of objectivity, while 1.0 signifies a profound degree of 
subjectivity. 

Upon the meticulous completion of these multifaceted steps, a nuanced spectrum of 
emotions is methodically assigned to each tweet. This comprehensive analysis not only 
provides a binary categorization but also offers a nuanced understanding of the sentiment 
dynamics encapsulated within the user-generated content. 
 
3.4.Feature Extraction 

Enhancing the performance of trained models is achievable through the process of feature 
extraction, which entails deriving features from input data. In this regard, I have employed 
Word2Vec feature extraction methods, which transform textual information into numerical 
vectors. 
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Word embeddings are generated through a suite of interconnected models known as 
Word2vec. These models, characterized by a two-layer, shallow neural network design, are 
trained to replicate word contexts from linguistic data. By utilizing an extensive corpus of text 
as input, Word2vec constructs a vector space, typically with numerous dimensions, assigning 
each unique word in the corpus a corresponding vector in the space. The arrangement of word 
vectors in the vector space ensures proximity if the words share a common context in the 
corpus. Developed by a team of Google researchers led by Tomas Mikolov, Word2vec has 
been subject to further exploration and documentation by other scholars. Notably, embedding 
vectors created using the Word2vec algorithm offer several advantages when compared to 
older techniques such as latent semantic analysis. 

 
3.4.1 CBOW and skip grams 

Word2Vec employs two distinct model architectures, namely Continuous Bag of-Words 
(CBOW) and continuous skip-gram, to craft a distributed representation of words. In the 
continuous bag-of-words architecture, the model predicts the current word based on a window 
of adjacent context words. Notably, the prediction remains unaffected by the order of the 
context words, adhering to the bag-of-words assumption. 

Conversely, the continuous skip-gram architecture utilizes the current word to forecast the 
context words anticipated to appear within the surrounding window. This architecture assigns 
greater importance to adjacent context words over more distant ones [1] [4]. The authors 
observe [5] that CBOW exhibits swifter computational speed compared to skip-gram, which, 
although slower, proves more efficacious, particularly for infrequent words. 

This binary choice between CBOW and skip-gram represents a crucial consideration in 
leveraging Word2Vec for distributed word representations. The trade-off between 
computational efficiency and effectiveness in capturing nuances, especially in the case of less 
frequent words, underscores the need for a judicious selection based on the specific 
requirements and nuances of the dataset at hand. As we delve into the application of Word2Vec 
in this study, understanding the nuances of these model architectures becomes imperative for 
extracting meaningful insights from the textual data within the Covid19 dataset. 
 
3.5.Classifier Models 

The examination of user sentiment within online social networks has traditionally 
leveraged various categorization techniques, with a predominant reliance on machine learning 
and deep learning classifiers. In the course of this study, seven distinct classification models 
were deployed, each delineated below. 

 Logistic Regression (LR): LR utilizes a simplified logistic equation for analyzing data 
with a binary dependent variable. Despite its simplicity, numerous intricate variants 
exist [28]. In regression analysis, logistic regression is employed to ascertain the 
variables involved in a logistic procedure. 

 

 Support Vector Machine (SVM): SVM, a plane-based classification algorithm, 
constructs a discrete hyperplane in the descriptive space of training data and 
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components. It categorizes examples or cases based on their placement relative to this 
hyperplane. In a linearly separable dataset, SVM identifies the hyperplane that 
effectively separates the two groups. The primary objective of SVM is to determine the 
optimal hyperplane in the training data between two datasets. This is achieved by 
solving an optimization problem using the following equation [29]: 

max Q(α) = ∑ ∝௜  ௡
௜ୀଵ - ∑ ∑ ∝௜

௡
௝ୀଵ

௡
௜ୀଵ  ∝௝ 𝑑௜𝑑௝𝑋௜

்𝑋௝ 

 

 k-Nearest Neighbour (k-NN): The k-NN approach stands out as one of the most 
straightforward machine learning algorithms, grounded in the principles of supervised 
learning. Operating on the premise of retaining all existing data, it categorizes 
additional data points by identifying commonalities. This unique methodology ensures 
that newly acquired data can be seamlessly classified through the k-NN approach [30]. 

 Naïve Bayes: The Naïve Bayes method, a classification approach rooted in the Bayes 
theorem, operates as a probabilistic classifier. Its predictions are contingent on the 
likelihood of an event occurring [31]. Employing the following equation [32], it 
calculates the probability that an observation, X, belongs to the class Yk. For instance, 
if X represents a vector of word occurrences or word counts, the probability is 
determined accordingly. 

P(Yk/X)  =  
௉(௒ೖ)௉(

೉

ೊೖ
)

௉(௑)
 

 Decision Tree (DT): A decision tree (DT) manifests as a tree structure reminiscent of a 
flowchart, delineating its core nodes through rectangles and leaf nodes through ovals 
[34]. Falling under the realm of supervised learning, the Decision Tree approach 
embodies methods designed for discerning patterns and making decisions based on 
training data. 
 

 Random Forest (RF): Renowned for its prowess in addressing complex problems and 
elevating model performance, Random Forest (RF) stands as a prominent supervised 
learning technique employing an ensemble learning approach [35]. Operating as an 
ensemble classifier, RF strategically utilizes multiple decision trees derived from 
subsets of the training data, incorporating parameters selected at random . 
 

 Extreme Gradient Boosting (XGBoost): A contemporary powerhouse in applied 
machine learning, Extreme Gradient Boosting (XGBoost) has emerged as a dominant 
force [36]. Functioning as an implementation of gradient-boosted decision trees, 
XGBoost is tailored for unparalleled speed and effectiveness. Optimal performance 
from XGBoost models demands a wealth of information and meticulous model 
refinement, setting it apart from approaches like random forest[36]. 
 

3.6.Evaluation Metrics 

Performance evaluation in machine learning encompasses four key metrics: accuracy, 
indicating overall correctness; precision, revealing the precision of positive predictions; recall, 
assessing the model's ability to capture all positive instances; and F1-score, a balanced measure 
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considering precision and recall. These metrics collectively offer a nuanced understanding of 
a model's effectiveness, enabling comprehensive assessment and informed decision-making 
across diverse applications.  

Accuracy = 
FNFPTNTP

TNTP




 

Precision = 
FPTP

TP


 

 Recall = 
FNTP

TP


 

 F1-score = 2* 
callecision

callecision

RePr

Re*Pr


 

4. Results 
 
This study aims to scrutinize the classification performance of a substantial Covid19 

dataset, comprising 179,109 records sourced from Kaggle. Employing machine learning 
techniques such as Logistic Regression, k-NN, Naive Bayes, Decision Tree, Random Forest, 
and XGBoost, the research assesses performance through diverse evaluation metrics. 
Leveraging the Natural Language Toolkit (NLTK) package in Python for text processing and 
classification, this study utilizes NLTK's capabilities, including tokenization, tagging, and text 
manipulation. Integration of word2vec facilitates the transformation of tweets into numerical 
vectors, streamlining the construction of machine learning models. Post pre-processing, 
sentiment analysis of the Twitter dataset is conducted, categorizing user tweets into positive, 
neutral, or negative sentiments. The examination reveals that the majority of individuals 
express neutral sentiments toward COVID-19, providing valuable insights into public 
perceptions.  

 

 
Figure 3: Sentiment Intensity Analyzer 

Following the extraction of features, the dataset underwent a train-test-split, dividing it into 
two distinct sets. Opting for a 70:30 ratio, where 70% serves as the training dataset and 30% 
as the testing dataset, this step was crucial for model training and evaluation. Seven machine 
learning algorithms—logistic regression, support vector machine (SVM), decision tree, 
random forest, Naive Bayes, k-nearest neighbors (k-NN), and XGBoost—were employed for 
model training. The accuracy of each method on the test dataset was meticulously assessed. 
Comprehensive performance verification, including precision, recall, and F1-score values, is 
presented in Table 1. 

Table 1: Measurement of various Machine Learching Approaches 
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Feature 
Extraction 

Algorithms Accuracy Precision Recall F1-score 

 
 
 
Word2vec 

Logistic 
Regression 

89.12% 91.24% 82.81% 85.18% 

SVM 91.51%  92.90%  86.45%  89.45% 
Naïve Bayes 88.91%  90.90% 82.23% 85.13% 
k-NN 90.23%  92.15% 84.45% 86.03% 
Decision Tree 93.85%  94.37% 91.74% 92.45% 
Random Forest 95.51%   96.14% 93.32% 94.67% 
XGBoost 81.20%  85.23% 76.12% 79.25% 

Feature 
Extraction 

Algorithms Accuracy Precision Recall F1-score 

 
 
 
TF-IDF 

Logistic 
Regression 

85.34% 90.14% 81.45% 83.41% 

SVM 90.51%  92.15%  85.20%  88.12% 
Naïve Bayes 87.99%  91.90% 81.20% 85.01% 
k-NN 88.20%  91.50% 83.41% 85.15% 
Decision Tree 92.58%  93.47% 90.58% 91.34% 
Random Forest 94.14%   95.89% 92.20% 94.10% 
XGBoost 80.25%  84.74% 75.45% 78.14% 

 
Table 1 presents a comprehensive assessment of the performance of various machine learning 
algorithms under two distinct feature extraction methods: Word2Vec and TF-IDF. In the 
Word2Vec feature extraction category, the algorithms demonstrated noteworthy results. 
Logistic Regression achieved an accuracy of 89.12%, showcasing balanced precision (91.24%) 
and F1-score (85.18%). SVM displayed high accuracy (91.51%) and precision (92.90%), along 
with substantial recall (86.45%) and F1-score (89.45%). Random Forest outperformed others 
with an outstanding accuracy of 95.51%, high precision (96.14%), and superior F1-score 
(94.67%). However, XGBoost exhibited moderate performance with an accuracy of 81.20% 
and balanced precision (85.23%) and F1-score (79.25%). In the TF-IDF feature extraction 
category, similar trends were observed. Random Forest showcased exceptional performance 
with an accuracy of 94.14%, high precision (95.89%), and a superior F1-score of 94.10%. 
These results provide valuable insights into the strengths and weaknesses of each algorithm, 
aiding in informed decision-making for the selection of the most suitable approach based on 
specific requirements and priorities. 
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Figure 4: Accuracy and F1-Score with the Twitter Dataset 

 
Figure 4: Precision and Recall with the Twitter Dataset 

 
5. Conclusions 

This study aims to delve into the nuanced realm of user sentiment by leveraging machine 
learning models for the accurate prediction of sentiments from a collection of COVID-19-
related tweets acquired between July 25 and August 29, 2020. The employed feature extraction 
methods, TF-IDF and Word2Vec, exhibit commendable performance in categorizing user 
sentiments within the constructed machine learning models. Particularly, the Random Forest 
algorithm, in conjunction with both Word2Vec and TF-IDF, demonstrates outstanding 
efficacy. Notably, the Random Forest classifier paired with the Word2Vec feature extraction 
method consistently yields the most reliable and robust results. Across various machine 
learning algorithms, Word2Vec outshines TF-IDF, including Logistic Regression, SVM, Naive 
Bayes, k-NN, Decision Tree, and XGBoost.  

Looking ahead, the future scope of this research involves extending the analysis to 
encompass diverse social networking platforms such as Facebook, Instagram, and LinkedIn. 
This expansion is anticipated to contribute to the development of a potent model capable of 
more precisely categorizing user sentiments across various online platforms. 
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