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Abstract— In the field of smart agriculture and automation, the classification of ripeness in oil 
palm fresh fruit bunches (FFBs) is a critical task with far-reaching implications for 
productivity. Traditional manual inspections are time-consuming and subjective, prompting 
the need for automated solutions. This paper introduces the Real-Time Detection Transformer 
(RT-DETR) as a groundbreaking approach to FFB ripeness classification. RT-DETR is 
designed to excel in complex agricultural environments, where FFBs are often obscured by 
lush foliage, occluded, and captured from a distance. Unlike conventional object detection 
models, RT-DETR leverages the power of the Transformer architecture to capture long-range 
dependencies effectively. The paper elaborates on the working principle of RT-DETR, 
highlighting its efficient hybrid encoder, IoU-aware query selection, and decoder with 
auxiliary prediction heads. These components collectively enable RT-DETR to navigate the 
challenges of FFB ripeness classification. The study benchmarks RT-DETR against YOLO 
variants (YOLOv3, YOLOv5, YOLOv6, YOLOv8), demonstrating RT-DETR's superior 
performance, particularly in mean average precision (mAP) at various Intersection over Union 
(IoU) thresholds. RT-DETR achieves remarkable mAP values of 0.982 (mAP50) and 0.882 
(mAP50-95), significantly outperforming YOLO variants. The exceptional accuracy and real-
time capabilities of RT-DETR position it as an ideal choice for precision-demanding tasks in 
complex settings, especially in FFB ripeness classification.  
 Index Terms—Object Detection, Fresh Fruit Bunch, Ripeness Classification, Real-Time 
Detection Transformer and YOLO.  
I. INTRODUCTION  

The ever-evolving landscape of artificial intelligence has witnessed a surge in the application 
of advanced deep learning techniques to tackle complex challenges. Within the agricultural 
domain, a pivotal concern revolves around the classification of ripeness in oil palm FFBs. 
Accurate and timely identification of FFB ripeness holds profound implications for 
streamlining harvesting operations, enhancing yield quality, and bolstering agricultural 
productivity. The common classification process heavily relied on manual inspections 
conducted by human experts, characterized by their time-intensive nature, subjectivity, and 
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susceptibility to inconsistencies[1]. The emergence of computer vision and deep learning 
presents an opportunity for transformative change in this field. By harnessing the capabilities 
of artificial neural networks, it can autonomously analyze FFB images, providing accurate 
ripeness classification. Real-time object detection models have predominantly focused on 
optimizing network architectures, anchor-based prediction methods, and efficient feature 
extraction techniques. However, the challenges stem from the unique characteristics of the 
palm oil estate context in which these images are captured. FFBs are often situated in lush, 
natural environments with abundant foliage, branches, and other fruits in close proximity. This 
results in visually cluttered backgrounds that make distinguishing the fruit bunches from their 
surroundings challenging. This leads to substantial occlusion, where the boundaries of 
individual fruit bunches become blurred or obscured, making it difficult to accurately identify 
and classify each fruit bunch separately. Moreover, the images are taken from a significant 
distance during field surveys or aerial platforms like drones. This distance results in the fruit 
bunches appearing relatively small within the images, reducing the amount of visual detail 
available for analysis. Consequently, assessing ripeness accurately becomes challenging due 
to limited visual information. There were several comprehensive literature reviews focusing 
on oil palm FFB ripeness detection methods, with a comparison of approaches for assessing 
the maturity of these fruit bunches [2–4]. Their findings indicated that computer vision with 
deep learning-based techniques emerged as the most viable methods for detecting the ripeness 
of FFBs in field settings. Arkin et al. [5] conducted a survey of object detection methods, 
specifically focusing on the transition from Convolutional Neural Network (CNN) based 
approaches to Transformer-based approaches. This paper demonstrated the potential of 
Transformer-based methods to surpass CNN-based methods in certain object detection tasks, 
indicating the importance of considering Transformer-based approaches in future research and 
development in the field of object detection. The hypothesis is further solidified by 
Samplawski et al. [6] that conducted a benchmarking study of transformer-based object 
detection models focused on real-time and edge deployment. These models achieve 
competitive predictive performance without the need for hand-crafted components like non-
maximal suppression (NMS) and anchor boxes. In addition to its exceptional performance in 
object detection tasks, RT-DETR has also garnered recent attention and research focus in 
diverse applications, including anomaly detection in wireless sensor networks [7], underwater 
small object detection [8], and marine ship detection [9].  

The unique combination of these challenges collectively renders traditional object detection 
models, which are often designed for more straightforward scenarios with well-defined objects 
and backgrounds, unsuitable for the classification of FFB. This paper presents innovative 
solutions and methodologies that can effectively address these complexities in FFB image 
analysis by utilizing RT-DETR model for the classification. In the following sections, the 
working principle of RT-DETR will be described, the experiment conducted with the use of 
synthetic data for training and validating the RT-DETR model will be detailed with 
comparative analysis. 

II. WORKING PRINCIPLE 
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The RT-DETR, a groundbreaking object detection model developed by Baidu [10], holds 
immense potential for applications beyond general object detection. This paper demonstrated 
a novel innovation to utilize the RT-DETR model to perform fruit ripeness classification. The 
RT-DETR model architecture as illustrated in Fig. 1, with its three main components: an 

efficient hybrid encoder, an IoU-aware query selection mechanism, and a decoder with 
auxiliary prediction heads. The model can be tailored to address the challenges of fresh fruit 
bunch ripeness classification. 

In the context of fresh fruit bunch ripeness classification, the FFB on tree images is feed into 
the backbone of the model, the backbone used is HGNetv2. The efficient hybrid encoder plays 
a pivotal role in processing multiscale features from images of fruit bunches. The encoder 
takes as input the last three stages of the backbone {S3, S4, S5}, allowing it to capture detailed 
information about the fruit bunches. By decoupling intra-scale interaction and cross-scale 
fusion through modules like the Attention-based Intrascale Feature Interaction (AIFI) and the 
Cross-scale Feature-Fusion Module (CCFM), the encoder can help distinguish subtle 
variations in fruit ripeness, such as color changes and texture differences. This multiscale 
feature processing is crucial for accurate ripeness classification. Once completed, the process 
is carried on with the IoU-aware query selection mechanism. By selecting a fixed number of 
image features as initial object queries, RT-DETR can focus its attention on individual fruit 
bunches within an image. This level of granularity is essential for precisely identifying and 
categorizing fruit ripeness. By dynamically adapting the queries based on IoU, RT-DETR can 
ensure that it concentrates its efforts on the most relevant regions of the fruit bunches, 
enhancing the accuracy of ripeness assessment. The decoder of RT-DETR takes the initial 
object queries from the IoU-aware selection mechanism and refines them iteratively. For 
ripeness assessment, this refinement process can involve identifying specific color patterns, 
textural changes, and other visual cues indicative of ripeness. The auxiliary prediction heads 
provide additional supervision during training, allowing RT-DETR to learn and recognize the 
diverse characteristics associated with varying degrees of fruit ripeness as illustrated in Fig.1.  

In the realm of wireless sensor networks, an adaptive transformer model is designed for real-
time anomaly detection in dynamic and noisy wireless sensor networks [7]. This model, known 
as STA-Tran, leverages a dynamic context-capturing deep learning architecture inspired by 
Transformers, offering a robust solution to the challenge of identifying abnormal data. STA-

Figure 1. The overall model architecture of RT-DETR [10].  
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Tran's Transformer architecture features an encoder-decoder structure, integrating three 
essential attention mechanisms: self-attention applied to the input sequence, encoder attention, 
and decoder attention. The encoder employs a multi-head self-attention mechanism in 
conjunction with a position-wise fully connected feed-forward network to generate a 
comprehensive latent representation of the input sequence. Subsequently, the decoder utilizes 
this latent representation to produce the output sequence, thereby encapsulating crucial 
contextual information from the input. To further enhance the model's ability to learn 
effectively from unstructured inputs, Layer Normalization is thoughtfully applied. 
Additionally, incorporating skip connections enables efficient residual learning within the 
network. RT-DETR recently gained the attention to being implemented in marine applications 
such as the detection of marine ships [9] and underwater small objects [8]. This efficiency is 
derived from its architectural features as illustrated in Fig.1, including multiscale feature 
processing, IoU-aware query selection, and a refined decoder. These components collectively 
enable RT-DETR to effectively navigate the challenges posed by underwater settings, such as 
the ever-shifting dynamics of water, the presence of ghost effects, and the occurrence of 
multiple detections within a single frame. RT-DETR's adaptability to varying object sizes and 
appearances in underwater scenes, coupled with its real-time capabilities, makes it adept at 
capturing and analyzing rapid changes in water features while reducing the impact of 
reflections and distortions. RT-DETR's working principle, built upon the Transformer 
framework and deep learning, equips it to excel in underwater environments, facilitating 
accurate and efficient marine ship and small object detection, ultimately serving critical roles 
in marine and underwater applications. By harnessing its multiscale feature processing, query 
selection, and refinement capabilities, RT-DETR can revolutionize the automation of this 
crucial agricultural task, ensuring consistent and accurate assessments of fruit ripeness across 
large-scale plantations.  

III. RESULT AND DISCUSSION 

A. Experiment Setup  

This experiment was conducted with the primary objective of introducing and conducting a 
comprehensive evaluation of RT-DETR in the context of FFB ripeness classification. The 
experiment aimed to benchmark the accuracy of RT-DETR against state-of-the-art You Only 
Look Once (YOLO) detectors. The dataset employed was systematically divided into three 
distinct partitions: 80% for training, 10% for validation, and the remaining 10% for testing, 
comprising a total of 3000 labeled FFB images. The dataset employed for this paper is a 
synthetic generated dataset created through domain randomization simulation. In the process 
of dataset generation, a 3D model of FFB was designed and incorporated into the simulation 
environment [11]. This 3D model of FFB served as the foreground object to be manipulated 
during the dataset creation process. The domain randomization approach applied in this 
simulation encompassed several critical aspects [12,13]. Firstly, it introduced randomized 
lighting conditions to mimic the transition from morning to evening, ensuring that the dataset 
included a wide range of lighting scenarios to challenge the object detection model. 
Additionally, the orientation and position of the FFBs within the images were randomized, 
contributing to the diversity of object placements. Furthermore, the simulation incorporated 
randomized background objects and textures, creating a complex visual environment that 
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closely resembled real-world scenarios. This comprehensive approach to domain 
randomization ensured that the dataset captured a rich spectrum of variations and complexities, 
effectively challenging the object detection capabilities of the RT-DETR model. The initial 
dataset structure, originally formatted in the Synthetic Optimised Labeled Objects dataset 
format, was transformed to align with the prerequisites for training the Convolutional Neural 
Network (CNN) model, adopting the YOLO dataset format. Hyperparameter encompassing a 
learning rate set at 0.01, a weight decay coefficient of 0.0005, the utilization of the Adam 
optimizer, running epoch of 1 and a batch size of 16. These parameters were executed on a 
INTEL® Core i7-9750H CPU and NVIDIA® 1660Ti GPU, closely adhering to the 
recommended guidelines provided by Ultralytics®. At the crux of object detection lies the 
fundamental task of associating bounding boxes with class labels for predictive purposes. To 
gauge the accuracy of these predictions, our experiment revolved around the calculation of 
IoU between predicted and ground truth bounding boxes. Precision and recall metrics played 
a pivotal role in our assessment, contingent upon the imposition of an IoU threshold that 
delineated the criteria for IoU values. Our evaluation methodology relied on precision-recall 
curves, characterized by the analysis of the area under the curve, effectively encapsulating the 
intricate interplay between recall and precision. High precision values indicated a low false 
positive rate, while high recall values denoted a low false negative rate. Central to our 
assessment was the computation of the average precision (AP) score. In the context of multi-
class detection tasks, our scrutiny was extended to the widely recognized mAP score. AP is 
derived from precision (p) and recall (r), and mAP is computed by the average is computed of 
all AP divided by the total number of classes (Q), as shown in the following equations (1) and 
(2): 

𝐴𝑃 =  ∫ 𝑝(𝑟)𝑑𝑟
ଵ

଴
  (1) 

𝑚𝐴𝑃 =  
ଵ

ொ
∑ 𝐴𝑃௤

ொ
௤ୀଵ  (2) 

with 𝑞 = 1 … 𝑄 and 𝑄 is the number of classes. mAP yields a high value close to 1 when the 
model demonstrates commendable performance in both recall and precision. On the other 
hand, the minimum value achievable is zero. 

B. Results and comparative analysis 

The results of our extensive comparative analysis among YOLO variants (YOLOv3, YOLOv5, 

TABLE I. Performance metrics from YOLO variant and RT-DETR detection model. 

Detection Model 
Metrics 

mAP50 mAP50-95 

YOLOv3 0.263 0.107 

YOLOv5 0.219 0.113 

YOLOv6 0.447 0.199 

YOLOv8 0.602 0.295 

RT-DETR 0.982 0.882 
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YOLOv6, YOLOv8) and the RT-DETR in the context of object detection reveal a compelling 
and notable outcome. RT-DETR emerges as the frontrunner, showcasing the highest mean 
average precision at multiple IoU thresholds, particularly excelling in mAP50 and mAP50-95 
scores as tabulated in Table I. In this discussion, the underlying principles and unique 
contributions that drive RT-DETR's superior performance are delved into. The results of the 
evaluation provide valuable insights into the performance of different object detection models 
as shown in Fig. 2, with a particular focus on mAP50 and mAP50-95 metrics. YOLOv3, a 
well-known model, exhibited a lower accuracy with a mAP50 value of 0.263 and mAP50-95 
of 0.107, suggesting limitations in high-precision and robust detection. YOLOv5 and YOLOv6 
showed improvements over YOLOv3 but still fell short of RT-DETR's exceptional accuracy, 
especially in the mAP50-95 range. YOLOv8 demonstrated significant progress in mAP50 with 
a value of 0.602 but trailed behind RT-DETR in terms of mAP50-95, which had an outstanding 
value of 0.882, indicating its proficiency in detecting objects with higher IoU thresholds but 
potential limitations in lower-overlap scenarios. In addition, RT-DETR consistently 
outperformed all models, excelling in both mAP50 with a value of 0.982 and mAP50-95,  

 
Figure 3. The validation result images of RT-DETR model for FFB ripeness classification. Labeled with ripe and unripe categories 

of FFB with bounding box. 
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highlighting its unique ability to deliver precise and reliable object detection across various 
IoU thresholds. These results emphasize RT-DETR's potential to drive advancements in object 
detection tasks with critical requirements for precision and robustness. RT-DETR's 
architecture, tailored for both high accuracy and real-time processing, offers a distinct 
advantage in complex scenarios like FFB ripeness classification. YOLO models, while known 
for their real-time capabilities, might grapple with trade-offs between speed and accuracy. In 
the context of small object detection within cluttered backgrounds, RT-DETR's efficient 
multiscale feature processing, facilitated by its hybrid encoder, allows it to excel by capturing 
fine-grained object details across different scales. In contrast, YOLO models may prioritize 
speed, potentially leading to differences in detection accuracy, especially when confronted 
with complex backgrounds and small objects. RT-DETR's innovative IoU-aware query 
selection mechanism proves invaluable when dealing with FFBs in complex settings. By 
dynamically adapting initial object queries based on IoU criteria, RT-DETR ensures precise 
focus on relevant regions of an image, overcoming challenges posed by overlapping objects 
or complex backgrounds as illustrated in Fig. 3, which are common in FFB classification tasks. 
Traditional YOLO models often rely on fixed anchor boxes, which may not offer the same 
adaptability in query selection when addressing complex and obstructed object scenarios. In 
addition, where subtle variations in color and texture hold significance, RT-DETR's decoder, 
supported by auxiliary prediction heads, excels in refining object queries iteratively. This 
capacity enhances its ability to interpret intricate visual attributes. YOLO architectures also 
employ decoding mechanisms, but the extent of refinement and adaptability may differ, 
potentially affecting detection accuracy, especially when dealing with objects amid complex 
backgrounds and obstacles. Moreover, RT-DETR's versatility and adaptability extend its 
applicability to various domains, including agriculture, where it has demonstrated remarkable 
performance in FFB ripeness classification, a task inherently characterized by small object 
detection amidst complex backgrounds and obstacles. The model's adaptability to complex 
environments, real-time capabilities, and high accuracy make it well-suited for scenarios 
where precision is paramount, even in challenging settings. 
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IV. CONCLUSION AND FUTURE WORK 

This experiment conducted a comprehensive evaluation of the RT-DETR against various 
YOLO architectures, including YOLOv3, YOLOv5, YOLOv6, and YOLOv8, in diverse 
object detection scenarios for FFB ripeness classification. The results underscored RT-DETR's 
remarkable performance, marked by its ability to achieve high accuracy while maintaining 
real-time processing capabilities. RT-DETR's success can be attributed to its innovative 
architectural elements, including efficient multiscale feature processing, IoU-aware query 
selection, and a refined decoding mechanism. These features equip RT-DETR with a unique 
balance of precision and speed, making it a compelling choice for a wide range of object 
detection tasks, including those involving small object detection amidst complex backgrounds 
and obstacles, as evidenced by its excellent performance in fresh fruit bunch ripeness 
classification.  

Moving forward, there are several promising directions for future research and development 
in the realm of object detection. Real-world deployment of object detection models, including 
RT-DETR, demands thorough investigation. Conducting field trials and assessing the 
performance of these models under diverse conditions will be crucial. Additionally, addressing 
the specific challenges associated with real-world implementation, such as data collection and 
hardware integration, will be a focus area. Interdisciplinary applications present exciting 
opportunities. Furthermore, exploring how object detection models like RT-DETR can be 
adapted to domains like healthcare, agriculture, and environmental monitoring will unlock 
novel use cases and contribute to broader societal benefits. These avenues of exploration will 
drive innovation and progress in the field, leading to more reliable, adaptable, and responsible 
object detection solutions. 
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