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Abstract— Nodes that can both transmit and receive messages are necessary for 
communication. Intermediary nodes may be used by nodes that are communicating with each 
other. Because of the continuous expansion of the communication sector, the number of 
communicating nodes will inevitably rise in the next years. Requirements were also taken into 
consideration when designing multiple types of networks, such as MANET. Increasing the 
scale of the network will lead to new obstacles and problems, as well as all the benefits of the 
network, making communication easier and more likely to take place. However, there are a 
slew of factors to take into account while putting together a network, including the number of 
nodes, type of nodes, message types supported by nodes and networks, message and packet 
sizes, and the presence of intermediate nodes. Any of the parameters on this list that are 
compromised will result in a failure, be it at the node level or at the network level. To accept a 
node without actually knowing its intents might lead to severe issues, such as numerous attacks 
on the network, such as denial-of-service attacks, Black Hole attack. Once initiated, these 
assaults might affect a node or the entire network, disrupting communication. A neural network 
is considered as adaptable to input that is changing. Neural Network is having group of 
algorithms that will use information for processing, implementation to get improved results. 
Such system is assumed as having existence of Neurons. The idea of neural networks, which 
has its origins in artificial intelligence, is fast gaining prominence in the development of other 
Application fields as well. These roots can be traced back to the early days of computer 
programming.  
Keywords— MANET, Black Hole Attack, Neural Network, Packet Delivery Ratio 
Introduction 
In everyday life, there is a greater variety of options for storing portable electronic gadgets. 
Users are less interested in making commitments in stationary devices and more interested in 
using gadgets that have mobility as a feature. Because of the curiosity shown by customers, 
businesses are increasingly producing products that are able to quickly relocate themselves in 
response. The majority of recently built electronic products now come equipped with this 



 

 

Semiconductor Optoelectronics, Vol. 42 No. 1 (2023) 
https://bdtgd.cn/ 

686 

functionality. Because of this function, the gadget can now function without human 
intervention. However, the criteria for communication remains the same as before, which is 
that the devices need to be able to interact with one another. Communication between a series 
of diverse nodes is what makes up a network. These nodes might be located at a certain distance 
apart from one another. The following step is for these nodes to attempt to build a network in 
which the establishment of communication should always be feasible. It is impossible to even 
conceive of the possibility of data transfer between mobile nodes unless these devices make 
use of protocols helping in communication and algorithms those are specifically used in routing 
for data transfer. Without these, the connection between these devices would not be successful. 
The term "Mobile Adhoc Network" refers to a specific category of network in which mobile 
nodes actively participate and maintain communication with one another (MANET). It should 
come as no surprise that the modern world has a great variety of formats for data and 
information. This data may be presented as a picture, a textual explanation, an audio recording, 
or a video. There is a possibility that this is also offered in combination. This information might 
either be sensitive or non-sensitive, depending on the context. As a result, it is imperative that 
adequate protections against data breaches be put into place. However, this protection might 
be breached at any point when we are thinking about or concentrating on any one of the 
parameters [10]. 
Since every node in a MANET is autonomous and able to independently configure itself, this 
type of network is referred to as a self-configurable network [2]. A network like this does not 
require any kind of pre-existing infrastructure in its different forms. As a result, MANET also 
possesses the characteristic of not requiring infrastructure. The devices that are part of this 
network already have adequate amounts of the resources or components they need. Devices are 
able to be treated as independent nodes with the assistance of these resources as component of 
device, and devices are able to configure themselves in accordance with the requirements at 
any given moment. With such nodes, a network may be quickly and simply constructed using 
this method. Every single one of these nodes is intended to deliver the finest features and 
performance possible; but, there is always going to be a gap in either the device capabilities, 
the network environment circumstances, or the user requirements. This always leaves room for 
development [16][17][18]. As a result of all of these different factors, nodes and the network 
as a whole can be put at risk, and the node that ends up in charge of the network might not have 
good intents toward the network. 
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Figure1: Mobile AdHoc Network (MANET) 

 
Since it is essential, once the network has been successfully implemented, the nodes should 
immediately begin communicating with one another. As a result, nodes and networks need to 
employ any routing protocol that enables them to interact exclusively in accordance with the 
guidelines established by the routing protocol, depending on the type or requirements of the 
nodes and networks involved. From among these three distinct sorts of routing protocols, any 
one might be chosen to implement. Hybrid, Reactive, and Proactive Strategies The dynamic 
and infrastructure-less nature of MANET and its nodes is justified by the fact that every one of 
the nodes that participate in MANET are welcome to walk anywhere and at any time [1]. 
Because the very dynamic and often unknown circumstances of its environment that are 
characteristic of wireless networks, the design of contemporary wireless networks, which 
requires decision making and the optimization of parameters, may be rather difficult. In today's 
contemporary networks, there is a prevalent tendency toward the incorporation of artificial 
intelligence (AI) approaches as a means of coping with the design complexity. The well-
established artificial intelligence framework of neural networks (NNs), which are well-known 
for their impressive generality and versatility, has indeed been utilized in a diverse range of 
settings in wireless networks. While a majority of AI techniques have been used in the wireless 
networks community with positive results, the application of these techniques has been 
profitable. Specifically, NNs are becoming more popular for applications that require 
categorization, learning, or optimization. Therefore, it is essential to have knowledge of the 
various NN models as well as the applications of NNs in wireless network systems. In addition 
to this, it is necessary to identify the potential hazards and difficulties associated with the 
implementation of NNs, in particular when contemplating alternate AI models and approaches 
[19]. So, one need to remain active about all the latest trends to know about Computer systems, 
nodes, their behavior and working culture to properly understand the difference between 
genuine node and unauthenticated [64] or malicious node. This could further help the users and 
administrators to arrange them in clusters. Clusters can be formed based upon defined 
parameters like remaining power of node, malicious nodes and so many other parameters can 
also be defined [70]. 
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Literature Review 
Chavda et al. [45] proposed an approach that is characterized by the comparison procedure 
being executed. As per this paper, it is mentioned that abnormal difference in Sequence 
numbers of nodes should not be allowed and with help of such steps, high performance can be 
achieved. when compared to the traditional AODV protocol. This was proved by the fact that 
the method had a higher PDR value. 
Mistry et al. [46] provides a method, in which they modified the working of the source node 
by introducing some new function into it. This new function included a timer, database, and 
Mali node id for the purpose of keeping record of everything bad. Mistry and his colleagues 
came up with this novel approach. When this technology is utilized, there is a subsequent rise 
in the amount of memory and time overhead. The operation of the source node was modified 
by Mistry et al. [46] that introduced a new function, which further keep record of Malicious 
Node ID. This is helping to detect black hole node. Such record of all malicious nodes present 
in network can also be maintained. These enhancements were implemented so that the source 
node may have a greater ability to monitor all of the malicious nodes. By using this strategy, 
the RREP message that is entered into the database and has the highest value of the destination 
sequence number is the one that is thrown away. In addition, the node that was responsible for 
sending the RREP will be judged to be malicious, and the identification of that node will be 
stored as the malicious id for the network. The improved packet delivery ratio helps to 
compensate for the increased strain of utilizing this technique, despite the fact that it results in 
a bigger memory and time cost. 
After making adjustments to the conventional AODV protocol, Kaur et al. [47] proposed a 
modified technique as a means of detecting and guarding against black hole assaults. Due to a 
number of flaws in the AODV routing protocol, MANETs are susceptible to a broad variety of 
assaults, which may be initiated by a large number of nodes located both within and outside 
the network. These attacks can be launched from anywhere in the world. Through the 
employment of this technology, the performance of the network is improved. 
Patel and Dadhaniya [48] introduced a host-based intrusion detection technique that consisted 
of three steps. According to their method, each node functioned as its own IDS. In this, 
Sequence Number of Source node and replying node both are checked to identify malicious 
node. The findings of the simulations that were carried out in order to compile this article 
revealed that there was an increase not just in the PDR but also in the average throughput. 
Deng et al. [49] presented an approach as a possible solution to the problem posed by the Black 
Hole Attack. When utilizing this approach, in addition to the RREP message, information on 
the neighbor of the node that is answering is also asked. After receiving RREP, Source is not 
believing RREP message but is sending another message to confirm the Path now. In case, 
node found not reliable then it is considered as malicious, so ignored to get selected for message 
sharing. In addition to this, it presupposed that nodes associated with black holes could not 
communicate with one another. 
In their research work titled [50] Raj and Swadas presented a method for locating black hole 
nodes known as DPRAODV. This technique makes use of the RREP sequence number in 
conjunction with a threshold value. This RREP sequence number is compared and if found 
larger than the threshold value, then this node could be considered as malicious, And ALARM 
will be generated for every other node. 
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Neha et al. [51] provided a comparison analysis of the work that has been done in Mobile 
Adhoc Network and the work that is still necessary to be done. After doing research on a variety 
of approaches, a table-based summary of the findings was made available. 
Neha et al. [52] introduced a Step Verification Algorithm that may be used in MANET and 
focused to find and isolate Black Hole attacks. At multiple steps the verification was performed 
in an attempt to reach to malicious node, and also maintained record of it accordingly. 
Farahani G. [53] discussed about Black Hole Attack Detection in Mobile Ad Hoc Networks 
Using the K-Nearest Neighbor Algorithm and Reputation Calculation. Here, A black hole 
attack may be recognized by the anomaly-based intrusion detection system (IDS) because to 
its use of KNN clustering and fuzzy inference to choose cluster heads. Additionally, certain 
techniques like beta distribution and Josang mental logic would be utilized in order to compute 
the trust level of each individual node. Communications using unicast, multicast, and broadcast 
protocols are all supported by AODV. In the event that the path link is severed, this protocol is 
able to restore the route on the local level. The AODV protocol is able to accommodate a large 
number of nodes those are available in the defined network. This protocol could help in 
departing or joining of nodes in the network in any arbitrary fashion. When a viable path to the 
destination cannot be found between the source node and the destination, the protocol's path 
discovery procedure is activated. The following four messages are sent with one another 
throughout the routing process: 
(i) RREQ (ii) RREP (iii) Route error (RERR) (iv) Route reply acknowledgment (RREP-ACK) 
The RREQ message will be generated in order to build a route from the source to the 
destination, and the route will be found in the network using the flood approach. Following the 
completion of the phase involving the submission of the routing request packet, the RREP is 
then transmitted from the destination node in the forward direction to the source node. Proposed 
methodology here in this paper is using KNN for Node clustering. Fuzzy system is used for 
rules definition, calculating trust of nodes, etc. Scope is still there to find out other types of 
attacks, improving the performance parameters results. 
Dhaliwal B.K. et.al [54] in the work has presented a routing protocol that in itself is considered 
as having features like Security and energy efficiency. Name of model is considered as: 
SEETA-IoT [55]. 
A neighbourhood-based technique was suggested by B. Sun et al. in 2003 [57] as a way to 
determine whether or not a blackhole attack is present, and a route recovery protocol was 
provided as a way to establish a valid path to the actual destination. When compared to other 
approaches that solely rely on cryptography-based authentication, this method has the amazing 
benefit that the number of encryption and decryption operations for authentication is drastically 
reduced. As a result, a significant amount of system resources may be saved. 
S. Ramaswamy et al. published a proposal for an algorithm in 2003[58] that aimed to combat 
co-operative black hole assaults in ad hoc networks. This technique is unable to defend against 
grey hole attacks since it is predicated on a trust connection between the nodes in the network. 
Even when there is no threat to the network, the algorithm takes longer to finish since it 
involves extensive cross-checking. 
G. Wahane et al. 2014 [59] made a suggestion for modifying the Ad Hoc on Demand Distance 
Vector Routing Protocol. According to this, a proper record of routing information alongwith 
Node cross verification must be performed. This can be accomplished by using the protocol to 
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identify multiple blackhole nodes within the MANET. 
An Artificial Neural Network (ANN)-based automated Black Hole node identification strategy 
was proposed by A. Mitra et al. in 2013[60]. The nature of the proposed ANN-based system is 
one that is dynamic. Because it functions on both the CRC side and the TTR side, the 
implemented intercommunication mechanism for detecting the presence of a Black Hole node 
helps to update the routing table in a more dynamic manner. This is because it is implemented 
at both ends. 
M. Shurman et al. 2004[61] published their findings and presented two distinct solutions to the 
black hole attack. The first approach is for the sender node to make use of the redundancy that 
the network provides in order to validate the identity of the node that is responsible for initiating 
the RREP packet. The goal of this proposed approach is to identify many paths leading to the 
intended destination. The second possible approach is to record in the database both the most 
recent sequence number of a packet that was sent and the most recent sequence number of a 
packet that was received. Every time a new packet is received or sent, an update is made to 
here. When one node receives a reply from another node, the first thing it does is verify the 
most recent sequence number that was transmitted and received. If there is even the slightest 
inconsistency, an ALARM will sound, which will signal the presence of a black hole node. 
This solution is not only quicker and more reliable, but it also does not require any overhead. 
Gerhards et al. In their study published in 2007[62] developed a centralized method that makes 
use of topological graphs to locate nodes that are attempting to produce a black hole. For the 
purpose of performing plausibility checks on the routing information that is propagated by the 
nodes in a network, well-established methods are utilized to gather knowledge about the 
network topology. This knowledge is then used in conjunction with the acquired knowledge to 
execute the checks. Malicious behavior on the part of a node is indicated when it produces false 
routing information. As a result, an alert will be triggered in the event that the plausibility check 
is unsuccessful.  Using this method, it is feasible to already identify the effort to generate a 
black hole before the actual impact happens. This is a significant advantage over other methods. 
A technique based on fuzzy logic was presented by Poonam Yadav et al. in 2012[63] in order 
to determine whether or not a node has been affected by a black hole assault. The presented 
research offers a solution to the problem of packet loss in the event that a blackhole attack is 
launched against the network. 
In the first step, a fuzzy rule is applied in order to locate the blackhole node. On the basis of 
the response time of the node's communication, the fuzzy rule is implemented. The data that 
would normally be sent on this node will instead be passed on to it from the nodes that are 
surrounding it. This node will only handle the transmissions that are specifically directed to it. 
The clustering technique was presented by A. Afsharfarnia and A. Karimi [67] as a method for 
reducing the amount of energy that is used in MANET. In this study, the weight of each node 
was determined by calculating a number of different parameters, such as the degree of sharing 
in the neighborhood, the speed of a particular link, and its energy. 
The clustering-based approach for enhancing the lifespan of the network was reported by R. 
Kumar et al. [68]. The dynamic creation of clustering has been done by after checking the 
battery power, mobility, and from the serve time in order to extend the lifespan of MANET. 
This was done for the purpose of prolonging the lifetime of MANET. 
The authors M. Singhet al. [69] presented the research of several cluster head algorithms for 
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MANET, the purpose of which was to lower the amount of energy that was consumed, boost 
the network's level of security, and lengthen the network's lifetime. The selection of the cluster 
head may be done using one of two approaches: the first is called distance constrained selection, 
and the second is called size constrained selection. The greatest energy level is the criterion 
that nodes use to choose the cluster head. 
related work 
Communication could be Wired [23] or Wireless like WSNs, MANET, CRNs [24]. Many 
researchers had already started applying their knowledge to work in area of Adhoc Networks, 
Artificial Intelligence, Machine Learning, Attacks and still regularly research is being updated. 
Each individual piece of study offered their own thoughts and approaches in relation to these 
Adhoc networks. Every piece of research must have specific criteria in order to present its own 
particular set of qualities. For the purpose of this review, having a substantial understanding of 
metrics is essential. Because Adhoc networks have self-configuring feature, so nodes are itself 
responsible for configuring the network, to maintain the network and its node those are part of 
it, proper communication, and ensuring the proper delivery of packets to their respective end 
nodes. When absolutely necessary, ad hoc networks will also sometimes accept assistance from 
an intermediary node. This is often done when the sender node and the destination node are not 
in immediate range of each other. At that time, the Sender node looks for engagement from the 
Destination node in order to ensure that the packet is delivered to its desired location without 
any more work being required. When this occurs, the sender does not need to contact any 
intermediary nodes in order for the packet to be delivered to its destination since the destination 
is already within its range. Sender has a more in-depth familiarity with the destination node 
and practically all of the necessary background information on the destination node at this time. 
Therefore, communication might be formed in a more straightforward manner by significantly 
involving fewer intermediary nodes. In terms of both its formation and its communication, the 
complexity of the network is increased by all of these processes and involvements. Each piece 
of study is conducted with the intention of resolving issues like these and developing a process 
that is sound from every conceivable angle. The level of problems can also be reduced through 
the development of a new methodology at each and every opportunity. Every approach has a 
number of benefits as well as some drawbacks. When the technique is examined based on 
specified performance criteria, only then will these benefits and drawbacks become apparent. 
A literature review was carried out on a few research articles that gave their approach in an ad 
hoc network, and an evaluation of the given methodology was carried out on performance 
metrics such as end-to-end delay, throughput, packet delivery ratio, jitter, energy consumption, 
and so on. There were a few factors that seemed to be almost identical to one another in nature, 
such as the Packet Delivery Ratio and the Packet Delivery Rate. Although these factors might 
potentially provide a variety of outcome values, they are all connected in some way to the 
process of delivering packets to their intended locations. In a manner similar to this, a few 
additional parameters might also be included, each of which could be connected to the others 
in the process of generating result values. 
The potential of computers to solve problems has generally been limited to the circumstances 
in which the answer can be explicitly coded, despite the fact that computers are frequently used 
in some capacity that involves problem solving. When it comes to wireless networks, there are 
a lot of issues for which standard programming approaches do not give solutions that are either 
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optimum or generalizable. For instance, it is very challenging to build algorithms that might 
enable cognitive radios for learning and adaption, or that could forecast user movement in order 
to maximise the resources of a wireless network. 
Wireless networks come with their own special set of difficulties and security requirements. 
These problems are the result of the features of wireless networks [51]: 
Wireless networks, on the other hand, is not having any common defence lines to safeguard its 
users in the same way that wired networks do. In order for an attacker to target any node from 
any direction, it is not required for the attacker to have direct physical access to the link. 
- Because mobile nodes in a wireless network tend to move about quite a bit, especially in 
larger networks, it can be difficult to maintain track of all of the nodes in the network. 
- In wireless networks, one can never promise centralised and integrated structure, like router. 
As a consequence of this, their methods to network security are frequently decentralised, 
distributed, and dependent on the joint efforts of all network nodes. 
- Nodes itself have to play the role of routers to transfer packets, so packet might need to travel 
through multiple hops. Because of this, it is hard to place one hundred percent of one's reliance 
in any given node to carry out a duty such as routing. 
The lack of a predetermined topology and the limited access that wireless networks have to 
resources like as energy, processors, and memory are two additional fundamental factors that 
contribute to the development of security problems in the system. 
In recent years, this form of network, known as ad hoc networks, has gained a lot of relevance 
in particular application areas, such as civilian and military activities, among other things. 
Because of the nature of some aspects of ad hoc networks, an adversary has a number of 
opportunities to create disturbances inside these networks. All of these characteristics come 
together to form the characteristics of a decentralised network. The MANET has a number of 
features, all of which are listed below, each of which contributes to the complexity of its 
operation [53][56]: 
Because of the large distance that separates them, it is difficult for two nodes to have direct 
contact with one another. As a consequence of this, the nodes are considered that are employed 
to transfer the packets from their point of origin to the location that will serve as their ultimate 
destination. Such nodes in this network are considered as intermediate nodes. 
When employing nodes, it is not required to have a central administrator since the nodes may 
arrange the operations of the internal network on their own. 
Nodes have In the same way that there is a limited amount of energy level and there is also a 
limited number of resources, all of which are shared with other types of electronic equipment. 
- MANET allows contribution from a broad diversity of wireless devices, which may join the 
network and start sharing data as soon as they do so. The term "heterogeneity" is used to 
describe this characteristic. 
- There are no limitations placed on the ability of a node to enter or leave the network. As a 
direct consequence of this, there is no predetermined benchmark for the quantity of nodes that 
ought to be existing in a MANET. 
- Mobile nodes have a shorter lifespan for their batteries than fixed nodes because they are 
wireless devices. 
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- Individual nodes in a network with a dynamic topology are                                                                   
given the freedom to join or leave the network at will. The upkeep of the network is difficult 
as a direct result of this, and route discovery must also be carried out several times, which 
means repeatedly. 
The development of artificial intelligence (AI) and machine learning (ML) is helping the 
society and continuously making it more possible for computers to circumvent this limiting 
limitation by opening the door to inference and the making of complicated decisions. This 
overview study concentrate on Artificial Neural Networks (ANNs), also known as Neural 
Networks (NNs) [40][3], which are one of the most often used machine learning models in the 
existing body of academic research. ANNs are made up of artificial 'neurons' that are linked to 
one another in a structure that attempts to emulate the neural processing (organisation and 
learning) of biological neurons and the behaviour of real neurons. 
NNs are designed to function in a manner that is analogous to that of the human brain's learning 
system, which is composed of a vast number of organic neurons coupled in networks that are 
responsible for regulating all aspects of human behaviour. ANNs are complex systems that are 
formed by a network of nodes that are referred to as artificial neurons. This network is                                     
patterned after the human brain. Different sorts of NN models may be created depending on 
how these nodes are arranged and how they are linked to one another. In a general sense, 
machine learning systems may be broken down into three distinct types of learning systems, 
which are as follows: Supervised learning; Unsupervised learning; and Reinforcement 
learning. Using these learning algorithms, NNs are able to make predictions about outputs 
based on a set of inputs that are provided [19][65]. 
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TAXONOMY OF NEURAL NETWORKS 
Different machine learning methods alongwith NN models exist that utilizes the learning 
methodologies which are important for them. These NNs and its relationships can be checked 
in Figure 2 [19]. 
Supervised Neural Networks 
The majority of the time, supervised learning-based neural network models are used for 
classification issues. Feed- Forward Neural Networks (FFNNs) and Recurrent Neural 
Networks (RNNs) are the two primary NN models (RNNs). 
Tsagakaris et al. [26], who have employed unsupervised SOM NNs for bit rate prediction, have 
shown that supervised neural networks have limits when it comes to learning inside CRs. 
Feed-Forward NNs: 
Among all varieties of NNs, feed-forward neural networks (FFNNs) are by far the most 
common. They are made up of neurons that are stacked in layers over their whole. Through the 
use of weighted connections, every neuron in one layer is linked to each and every neuron in 
the layer behind it. Because every neuron in the network, from the input layer all the way up 
to the output layer, conforms to this pattern, the final network is one in which "neurons feed 
their values in the forward direction." 
Perceptrons: 
FFNNs were first shown as Singlelayer perceptrons [41] when they were originally introduced. 
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In the 1960s, the first artificial neural networks (ANNs) were developed. The input nodes of 
the perceptron network are different characteristics or aspects of the data that are being read in. 
Take, for instance, the scenario in which we want to model and forecast the productivity of an 
AND gate. In this scenario, the values that are supplied into the AND gate serve as the features 
that are utilized as inputs by the perceptron network. After calculating an overall value and 
comparing it to a threshold, which is determined by comparing the overall value to the weighted 
sum of all of these feature nodes, If the value that was computed is higher than the threshold, 
then the output of the perceptron for the information that was provided is considered to be 
positive. A negative reading is assigned to the input if it is determined that the value is lower 
than the threshold. 
Multi-Layer Feed-Forward NNs: 
On either hand, multi-layer feedforward NNs, also known as ML-FFNN, are much more 
expressive and have the ability to represent non-linear functions while increasing 
generalisation. In contrast to perceptrons, ML-FFNNs are made up of many layers. Between 
the input and output layers, these networks include extra neural layers for processing 
information [19]. The ability of these NNs to tackle complicated issues is down to these hidden 
layers. On the other hand, it might be challenging to understand the functioning and purpose 
of these hidden levels. Multi-Layer Feed-Forward NNs is also used in various methodologies 
to improve the systems like Mobile Robot Obstacle Avoidance system [42].  
Recurrent NNs: 
Modeling and forecasting sequential data calls for a methodology that is distinct from the 
conventional regression or classification techniques. Fortunately, there is a distinct category of 
Neural Networks known as Recurrent Neural Networks (RNNs) that are particularly intended 
for the task at hand. [30][19] 
Unsupervised Neural Networks 
The term "unsupervised learning" refers to the process by which a network may learn to 
represent certain input designs in a manner that reproduces the numerical arrangement of the 
whole collection of input designs or patterns. Unsupervised learning techniques, such as 
clustering, are often used in this process, which divides the photographs into two distinct 
groups or sets according to certain intrinsic characteristics of the pictures, such as colour, size, 
etc [43]. 
When it comes to the task of initialising SOMs, one might employ methods. However, the 
performance of random initialised weights is superior than that of Principal Component 
Analysis [27]. 
Competitive Learning:  
An approach to unsupervised learning in which the output nodes of the network compete with 
one another to provide the highest possible value for a given function. The neuron that was 
determined to have the highest value for such a function was selected as the winner, and its 
weights were modified in such a way that they "moved closer to the input pattern." The weights 
assigned to the remaining neurons have not been altered in any way.  
Unsupervised ML-FFNNs (Autoencoders): 
Autoencoders are a kind of ML-FFNN that differ in that, inside the output layer, the neural 
networks attempt to recreate the input data. These autoencoders seek, inside the hidden layers 
of these ML-FFNNs, to discover representations of the inputs that they were given. A high 
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number of neurons are used in the hidden layer by the Sparse Autoencoder and the Denoising 
Autoencoder, both of which are variations of the autoencoder [5]. 
Unsupervised Recurrent NNs: 
In contrast to RNNs, Unsupervised RNNs (URNNs) represent systems as 'energy functions' by 
using methodologies that do not need human supervision. Hopfield Networks and Boltzmann 
Machines are the two most common types of unsupervised recurrent neural networks 
(URNNs). 
Reinforcement Learning and NNs 
The field of Reinforcement Learning (RL) focuses on controlling the behaviour of agents 
operating within an environment. Each transition in the environment leads to a reward, the 
nature of which is determined by a numeral of factors including the previous state, the action 
chosen, and the next state transitioned to. Agents in the environment make decisions that move 
them from one state to another in accordance with the rules of the environment. 
The primary objective is to make decisions that will, in the long term, provide the greatest 
possible profits. RL has access to a wide variety of tools, one of which is neural networks 
(NNs), which may be utilised to enhance the performance of the latter. RL encompasses a very 
large area. 
Combinational NN Models 
In most cases, these models improve upon existing systems by combining NNs with several 
additional mathematical models. Examples of such NNs are 1. Fuzzy NNs, 2. Rough Set NNs, 
3. Wavelet NNs, and 4. Random NNs. 
Deep NNs 
For the purpose of tackling classification tasks like numeric digit recognition, ML-FFNNs with 
just a few hidden layers (between one and three hidden neural layers) are optimal. These 
shallow neural networks are not strong enough for more intricate classification issues since 
they struggle to discover characteristics that might give variances within input. This makes it 
difficult for them to classify data. Deep neural networks, also known as DNNs, are more 
successful than traditional NNs when applied to issues of such complicated categorization. 
DNNs have the potential to have superior feature representation in a distributed way when they 
have numerous hidden neural layers. This indicates that every buried neural layer offers a 
distinct representation of the features being considered. 
The majority of applications for deep neural networks, also known as DNNs, are in the image 
processing [28] and voice recognition [29] fields. Learning representations of data is the key 
to the success of the machine learning (ML) approach known as deep learning, which is used 
by DNNs [34][35]. 
An intelligent network framework known as Cognition Based Networks (COBNET) has 
already been proposed. The goal of this framework is to construct network-wide, cross-layer 
internal representations of various network parameters by leveraging breakthroughs in DNNs 
[39]. 
The pretraining phase is approached in a variety of ways depending on the specific DNN. 
DNNs may take many forms, but some examples include autoencoders, deep belief networks, 
and convolutional neural networks. DNNs are less prone to the issue of overfitting than other 
types of neural networks because unsupervised learning makes it possible for them to construct 
generalised feature representations of their hidden layers in a compact form. 
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During the course of the last decade and few years, several strategies have been developed as 
a means of addressing the difficulties brought forth by backpropagation on deeper networks 
[37]. The advancement of computer technology has made it possible to train DNNs more 
effectively. When combined with the recent increases in the performance of graphics 
processing units (GPUs), deep neural networks (DNNs) have been delivering performance 
levels that have never been seen before in a wide variety of contexts. 
 NEURAL NETWORKS IN WIRELESS NETWORKS 
Neural Networks can be deployment in Wireless Networks [7] and this deployment within 
Wireless Networks of different types [8][20] is helping in multiple applications [33] to get 
benefitted in Localization [30][31], QoS Routing, Load Balancing [6], Improved Security [25], 
Quality of Experience [32][38]. For this, as the multiple NN models are available so those 
different type of NN can help in this depending upon the requirement. 
Because the nodes that are involved are mobile, the routing protocols really have to speed up 
the methods that they use in order to maintain the network in a resilient condition. The artificial 
neural network, in combination with fuzzy logic and genetic algorithms [66], is what the study 
employs to solve this challenge [21]. By turning this data to fuzzy logic, we are able to account 
for the natural imprecision that exists in distance and position for mobile nodes, as well as 
traffic density. 
Despite the fact that NNs are able to represent complicated non-linear situations, they are not 
without their share of flaws. The fact that neural networks are a "black box" method that does 
not provide any domain-specific insights into the model [22] or network that has been 
constructed is one of the most common and significant objections levelled against them. In 
practical applications, one would likely want modelling approaches that will offer insight into 
how the characteristics are associated with the goal function. 
There is also the possibility that NN will result in an overfit to the data. This has been referred 
to be one of the most common criticisms levelled against NNs [44]. Having said that, it is 
essential to highlight the fact that every single statistical modelling technique has this issue. 
Providing more training data and ensuring that it is an accurate representation of the test set is 
a basic approach that can be taken to mitigate the effects of overfitting. On the other hand, such 
a luxury does not always exist in actual reality. In these kinds of situations, complex networks 
have the potential to overfit the data by exaggerating the modelling of noise as correlations in 
the data, which, in the long run, limits the accuracy of generalization. There are many different 
ways to avoid overfitting, some of which include restricting the training as soon as the 
validation error continues to worsen on the test set or utilizing regularization techniques that 
penalize the model when it emphasizes noise as correlations while it is being trained [36]. Both 
of these methods are examples of overfitting prevention strategies. In artificial neural networks 
(ANNs), empirical risk minimization is used, whereas support vector machines (SVMs) utilize 
structural risk minimization; as a result, SVMs are less likely to overfit the data. Because of 
these factors, SVMs are also quite significant, and for certain wireless applications, they could 
even be more suitable than NNs. 
PROPOSED METHODOLOGY 
In this Section, detailed discussion is included regarding proposed methodology which will 
help to have idea about the process. 
For making this methodology, there were a number of points that was required to kept in mind, 
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because it is not only about transfer of information. There are so many other things also 
required that also expects good result alongwith successful data transfer. While designing this 
methodology, it was expected that data transfer should occur between Source Node and 
Destination Node successfully, but this all should happened without the effect of malicious i.e. 
unauthorized node. So, it became very important to recognize and identify the malicious nodes. 
Malicious nodes are entering into the network with wrong intentions i.e. to disturb the working 
environment of network. These malicious nodes might not directly present that they are going 
to initiate any attack and may start the communication with Source node like a normal node 
does. Therefore, while designing this methodology it was focused that Black Hole attack affect 
must be minimized and successful data transfer results should be there with some 
improvements in comparison to scenarios under attack. This methodology is having the 
capability to learn and train the dataset from its own experience to take better decisions. 

Step1: Start with RREQ Message 
Step2: Note down the Current_Time (CT) of RREQ when it is sent. [Keep record of all such entries, when 
RREQ is sent in a table having name i.e. RREQ_CT] 
Step3: Wait for RREP to come and Get the waiting time in which RREP are coming. 
Step4: Maintain Tables that should store the values of Running_Time (RT) and Waiting_Time (WT). [This 
may further help administrator/operator to do analysis about correctness of logic/ condition/ formula defined 
in Step5.] 
Step5: While (Running_Time <= Waiting_Time) 

Allow RREP to come and start accepting it. 
[This proposed methodology is capable to perform verification of received RREP messages by multi-step 
verification.] 
5.1: Start checking RREP in Mal_Table with Node_ID. 

If Node_ID is available/found in Mal_Table 

Then Reject RREP 

Else 

Move ahead from Step 5.2. 
5.2: Source will ask and collect a confirmation from the trustful node about the node who   has 

replied for RREQ to confirm a valid and trustful path through RREP node. 
For this, the below procedure will be followed: 
(i): Source will ask about the data regarding Node_ID about neighbour node of the RREP node 

alongwith reply of RREQ messages. 
(ii): Check for the existence of neighbour node in Neighbour_Table. 

(iii): If Node_ID exists in Neighbour_Table 

Then move ahead with Step (iv) 

      Else 

Reject RREP [As node was claiming to have Neighbour rights] 

(iv): Check for the existence and details of Neighbour node in Trust_Table. 

(v): If RREP Neighbours Node_ID found in Trust_Table 

Then move ahead with Step (vi) 

        Else 

Go to Step (vii.c) 

(vi): Check Trust_Value from Trust_Table of RREP Neighbour Node_ID. 

(vii): If (Trust_Value == 0) or (Trust_Value == 1) 

Then GoTo Step (vii.b) 

Elseif (Trust_Value == 2) 

Then GoTo Neighbour_Table to check Neighbour Node_ID of this Neighbour Node. 

[This includes another level of confirmation about Node_ID.] 
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        (vii.a): If Neighbour Node_ID exists in Neighbour_Table 

Then GoTo Trust_Table in Step (vii.a.i) 

Else 

Reject the information that claims of having neighbour connect. 

(vii.a.i): If (Trust_Value == 0) or (Trust_Value == 1) 

Then GoTo Step (vii.b) 

Else 
GoTo Neighbour_Table again to check Neighbour Node_ID of this Neighbour Node and Perform Steps (vii), 
(vii.a), (vii.a.i) as and when required. 

(vii.b): Select the originator Neighbour node from the Trust_Table that is holding minimum   Drop 
Value. 

(vii.c): Move for identification of Trustful node. 
(i): Generate a fake Destination message and allow Source to send this message to all 

the neighbour nodes of RREP. This is done to check whether the node is malicious or not. 
(ii): Ask Source node to send a fake Destination Message. 

(iii): Check Flag_Value in DR_Table. 

If Flag_Value == 0; even after transmission of fake destination message 
Then node drops this fake destination message which means that it is a 

malicious node; not a trustful node. 
So, Store Node_ID and Seq_No in Mal_Table and also Discard RREP. 

Else 

Node Flag_Value will update and Flag_Value == 1 
This means that node is not a malicious node; but a Trustful_Node. 

Therefore, Store it in Trust_Table. 
(viii): Upon after selection of trustful node, there will be need to confirm and check whether RREP 

node has path to destination or not. 
If Trustful Node confirms the path through RREP 

Then Move ahead to check Drop_Ratio of RREP via Trust_Table. 

If RREP Drop_Ratio > Threshold Value 
Then Store Node_ID and Seq_No in Mal_Table with Doubt Flag as ACTIVE and Update Counter 

value for RREP Mal_Table of this node. 
While Counter < Max_Number of Attempts 

Do Select RREP 

Else Select RREP. 

Else Discard RREP after storing Node_ID and Seq_No in Mal_Table. 

Step6: For Running_Time > Waiting_Time; 

Stop accepting RREP for RREQ message to store in RREP_Table. 

  

Step7: Start reading RREP_Table and Select a Seq_No from this table. 

While 

RREP_Table is not reached to its end 

Do 

Perform Multi-Step verification 

(7.1): Select one Seq_No and start comparing with other Seq_No in RREP_Table 

If the Seq_No is too HIGH 

Then it is expected that Node_ID and Seq_No is Doubtful, 

But visit Step (7.2) before discarding this entry from Table. 

(7.2): Check Packet Loss Ratio of this node. 

If Node_PLR > Expected_PLR  

Then Store Node_ID in Mal_Table. 
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Else 

Keep the Node_ID in RREP_Table only 
Step8: Once all Seq_No are traced and verified in RREP_Table, Select the highest Seq_No from 
RREP_Table. 
Step9: Check Battery Power of this selected node. 

If Current_Battery_Power (C_B_P) >= Expected_Battery_Power (E_B_P) 

Then Select the node 

And GoTo Step10 

Else 

Follow the above mentioned steps to find suitable Node with required Battery Power 

Step10: Start sending and transmitting the packets through selected node and path. 

Step11: Delete the entries from RREP_Table and keep it updated accordingly. 

. 
RESULTS 
This section includes the results found by using this proposed methodology. As it can be seen 
that multi step verification has been used here in this methodology, so it was expected that 
result will definitely improve and help the network to move toward improvement. A high 
success ratio will be there to find malicious nodes those were affecting the network 
performance. Below given are the results for parameters. 
In all these instances, it was tried to find that maximum number of packets should reach to 
Destination node that Source node intends to transfer. As it is a Mobile Adhoc Network so 
nodes count can increase or decrease and accordingly network size will update and updates in 
other factors can also be seen. While finding the result, this network is observed with different 
multiple scenarios like on the basis of Number of nodes. All these mentioned parameters are 
checked even when the number of nodes are also changing like finding Throughput for number 
of nodes: 20, 40, 60, 80, so on and etc. 
Throughput: It can be seen as the total number of received packets in a particular time. In this 
case, this time could be considered as Simulation Time. 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =  
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡𝑠

𝑇𝑖𝑚𝑒
 

 
As in the network, User i.e. Destination node is always concerned about the total count of 
packets those are received. While performing every research, major focus is to increase this 
count so that Performance of Network can be increased. Figure3 shows the results of 
throughput. In this figure, it can be seen that Throughput is calculated for different set of nodes, 
and accordingly variation in Throughput can also be seen.  
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Figure 3: Throughput 

 
Packet Delivery Ratio: In this case, there will be need to consider the total number of received 
packets and the total number of transmitted packets, as well. 

𝑃𝐷𝑅 (%) =  
𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡𝑠
 𝑋 100 

 
Figure 4: Packet Delivery Ratio (PDR) 

 
Figure4 shows the result of Packet Delivery Ratio. It can be checked from the figure that, with 
proposed methodology, the greater number of packets can be delivered to Destination. In case 
there will be improvement in number of packets those reach the Destination node then this will 
also improve performance overall. 
Packet Loss ratio (PLR): For this parameter, it is always expected that the minimum number 
of packets should be lost. Whatever is the methodology / way / route is being used for 
transmission of packets, but always maximum number of packets must be successfully 
transmitted between Source node and Destination node. In case, the packets will be lost again 
and again then sometimes there might be the possibility of retransfer that information but this 
cannot be expected everytime and in all the situations. Therefore, there should be a proper 
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solution that should help the nodes to transfer the packets without any major loss of packets. 
As it is clear that practically it is impossible to have a 100% efficient network, but atleast it 
should be tried to minimize this Packet Loss Ratio. 
 

𝑃𝐿𝑅 (%) =  
𝑇𝑁𝑇𝑃 − 𝑇𝑁𝑅𝑃

𝑇𝑁𝑇𝑃
 𝑋 100 

Whereas 𝑇𝑁𝑇𝑃: 𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡𝑠 
        TNRP: 𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡𝑠 

 
  

 
Figure 5: Packet Loss Ratio (PLR) 

 
 
As the number of nodes are increasing in the network, then it is obvious that these nodes will 
start participating in communication either directly or indirectly, which means to say that 
Source is having direct connection with Destination node or Source node is having indirect 
connection with Destination node. In this later case, Source node will confirm about 
intermediate node(s) and may take help of these intermediate node(s). 
Normalized Routing Load (NRL): This can be calculated based upon the details about the total 
number of routing packets transmitted per the number of data packets delivered at destination. 
The equation of calculating NRL can be seen below: 

𝑁𝑅𝐿 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑅𝑜𝑢𝑡𝑖𝑛𝑔 𝑃𝑎𝑐𝑘𝑒𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝐷𝑎𝑡𝑎 𝑃𝑎𝑐𝑘𝑒𝑡𝑠
 

 
Figure 6 is showing the result of Normalized Routing Load. While doing research, this should 
also be kept in mind carefully that Load of packets, routes, nodes, etc. should not affect the 
performance. Methodology must be well organized so that setting up routes should not become 
a major trouble. There is no doubt that finding appropriate route is also a challenging task, but 
it must also be a focused area while performing any research, because this will also directly 
impact the network performance. 
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Figure 6: Normalized Routing Load (NRL) 

 
In this figure, Normalized Routing Load is also calculated for proposed methodology and 
previous methodologies as well to check the difference clearly. 
As per proposed methodology, it can be checked that data is also being collected and 
maintained. Thenafter this collected data is helping the proposed methodology to work properly 
and efficiently. This process of collecting data, building Dataset, training the data and then 
finally using that data for future purposes like taking decisions that support performance 
improvements, etc. are almost similar to Neural Network characteristics. 
 
Conclusion and Future Work 
There may be some categories of Wireless networks but it is important to check the actual 
requirement and working of the network and its nodes. While looking or developing the 
techniques it should be focused that metrics representing performance of nodes and network, 
etc. for the transmission of packets must be as per requirement and properly set. The ability to 
monitor and evaluate an ad hoc network will be much improved as a result of this. Analysis, in 
the sense of making comparisons between different networks and the protocols that are utilized 
in a network, may be done in a manner that is both simple and effective. When carrying out 
any kind of study, it is necessary to carry out a literature review, and at that time, the most 
difficult task is comparing the approaches that are discussed in the various articles. Although 
each approach that has been created is excellent in its own right, a comparison may still be 
lacking depending on the needs of the researcher. Therefore, the purpose of this study is to give 
a concept about a some set of parameters and Neural Networks that may assist researchers in 
determining a solution for the effective transmission of packets from the source to the 
destination. And evaluate several approaches based on the particular metrics they use, then 
choose one that is appropriate for their task. As the size of the literature survey grows, the 
likelihood of the presence of more performance measures and other data transmission methods 
also rises. This is because of the exponential growth of the literature survey. In next time to 
come, work can be expanded to cover more number of parameters and to identify the presence 
of any other kind of attack. 
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