
 
 
 
 
 
 
 
 
 

 

Semiconductor Optoelectronics, Vol. 43 No. 1 (2024), 155-171 
https://bdtgd.cn/ 

155 

A ROBUST MACHINE LEARNING-BASED FRAMEWORK TO LEVERAGE 
CLASSIFICATION OF MALWARE 

Lingaraj Sethi author1*, Dr prof Prashanta Kumar Patra2 

1*Research Scholar, Computer Science and Engineering, Biju Patnaik University of 
Technology, Rourkela 

2Dean, SRIC, Computer Science and Engineering,SOA University Bhubaneswar, Odisha 

Abstract 

Malicious software, or malware, is a growing problem in today's cyber landscape and threatens 
the availability, confidentiality, and integrity of digital information. An effective malware 
detection system can be designed with the help of ensemble machine-learning models, 
according to this research paper. This research makes use of the Canadian Institute for 
Cybersecurity's CIC-Malmem2022 dataset, which was designed for studies on complicated 
malware classification. To strengthen the malware detection model's accuracy and resilience, 
the suggested approach combines Principal Component Analysis, Recursive Feature 
Eliminator, Decision Trees, Light Gradient Boosting Machine, and Gradient Boosting. 
Although the ensemble model achieved a high level of accuracy (99.96%) on the test set, the 
results demonstrate its effectiveness. Model hyperparameter tuning reveals best-practice 
parameters, and the ensemble confusion matrix delves into classification efficacy. Analyses 
comparing the proposed approach to current methods show that it is superior at detecting 
malware. The study finishes with suggestions for a safe environment to deploy the model and 
for frequent updates to address shifting cybersecurity threats. 
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1. Introduction 

In recent years, advancements in computer systems and the Internet have greatly improved 
human existence. Almost anything can be done online, from socializing to making financial 
transactions to tracking a person's bodily changes, etc. These advancements entice 
cybercriminals to commit crimes online instead of in the actual world. Cybercrimes cost the 
global economy trillions of dollars, according to recent studies from both academia and 
industry[1]. Malware is a common tool used by cybercriminals to initiate cyberattacks. 
Malicious software is defined as any program that uses a victim's computer to carry out 
malicious or suspicious tasks. Threats like viruses, worms, Trojan horses, rootkits, 
ransomware, and so on fall under several malware categories. Malware comes in many forms, 
and it may steal sensitive information, launch DDoS attacks, and disrupt computer systems [2]. 
Malware has evolved to the point that it may evade detection by using tactics like encryption 
and packing[3]. These new strains were able to propagate because they preyed on people's 
confidence. Examples of well-known vectors for malware transmission include opening 
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attachments in emails, downloading malicious apps, and viewing and downloading files from 
malicious websites. 

Identifying malware in its early stages is crucial for preventing system compromise. The term 
malware detection refers to the steps used to determine if a file is fraudulent or not[4]. There 
is an additional phase in malware categorization. Malware categorization is identifying the 
family or category of malware that the file belongs to once it has been determined to be 
malicious[5]. Malware detection is a three-step process: 

 The right tools are used to examine malware files. 

 The files that have been evaluated are used to extract both static and dynamic 
characteristics.  

 Features are organized in specific ways to distinguish between harmful and harmless 
software[6]. 

1.1 Types of Malware  

The term malware describes any piece of software whose express purpose is to cause damage 
or exploit systems, networks, or data. Many distinct kinds of malicious software exist, each 
with its own set of traits and objectives. Some examples of malware are discussed below in 
figure 1: 

 

Figure 1: Types of Malware[7] 

 Viruses:Viruses may infect even perfectly legal executable files and then multiply 
themselves whenever the infected application is executed. When infected files are 
shared, they have the potential to infect additional computers and files[8]. 

 Worms:Worms are programs that can replicate themselves and propagate across 
networks without any human interaction. Their favorite vector for spreading is taking 
advantage of security holes in software or operating systems. 

 Trojan Horses:Trojan horses are dangerous programs that masquerade as safe 
software. Trojans differ from viruses and worms in that they do not self-replicate; 
instead, they trick people into running them by making themselves appear as innocuous 
files[9]. 
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 Spyware:The goal of spyware is to stealthily monitor users and gather their personal 
information. Without the user's knowledge, it covertly logs their login information, web 
browsing habits, and keystrokes[10]. 

 Adware:Adware is software that sneaks advertisements onto consumers' devices. 
Though harmless most of the time, its disruptive behavior could lead to system 
performance problems[11]. 

 Rootkits:Malicious software, and rootkits, in particular, are created with the express 
purpose of evading detection by antivirus programs and system administrators. After 
infiltrating a system, rootkits can remain undetected while granting an attacker 
complete system privilege[12]. 

 Keyloggers:Keylogger software or hardware secretly captures computer or mobile 
device keystrokes. Keyloggers may be used to monitor children's internet activity or 
workplace efficiency, or they can be used maliciously to obtain sensitive data[13]. 

1.2 Malware Analysis 

In addition to behavioral categorization, malware execution privileges should be considered. 
Malware becomes more damaging and tougher to detect and analyze as it gets right. Unknown 
binary code analysis may infect. The worst-case scenario is that the code under scrutiny 
irreparably harms the system without the user even realizing it has happened. A virus could 
compromise the integrity of reports, cause samples to be incorrectly labeled, or even put the 
entire company at risk. 

A total of four protective rings, numbered zero through three, surround the Intel x86 central 
processing unit (CPU)[14]. The poll excludes Rings 1 and 2, which Windows does not utilize. 
More read/write permissions are granted to programs operating at lower protection rings. 
Protection rings underpin the four privilege levels:  

 User mode (Ring 3): -User mode allows RAM loading of new process code. Anything 
that just needs user mode rights is a user mode code. Any user-installed applications 
and substantial components of Windows (even the Administrator account has user 
mode rights) are included. Malware may be removed by reversing its modifications or 
reformatting the system when studying user-mode malware.  

 Kernel mode (Ring 0): -System resources are managed by the kernel, which is an 
operating system component. It controls the whole system, and it also has features for 
talking to the hardware. Ring 0 is where the kernel runs, with root or kernel mode 
privileges. The operating system kernel and system drivers are the only ones allowed 
to use this security ring [15]. The OS may then manage resources like CPU time and 
memory allocation, as well as physical devices, and user mode programs. Kernel mode 
code can load new code into the kernel whenever necessary, whenever new hardware 
is connected to the system[16]. The new device may be interacted with using this 
specific sort of code, which is known as a driver. Malware may also be known as a 
rootkit if it manages to enter the kernel of the system and execute commands with root 
capabilities [17].  
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 Hypervisor (Ring -1): -A hypervisor is software that allows many virtual operating 
systems to run on top of one another on a single piece of hardware. Although it is not a 
real protection ring, a hypervisor is considered to be operating in Ring -1 since it has 
higher rights than kernel mode. A hypervisor may be: Multiple operating systems may 
run simultaneously on type 1 hypervisors. Cybercriminals have been aware of 
hypervisors' capabilities for quite some time. An exploitable hypervisor, for instance, 
might be set up to ensnare an OS in a virtual machine and remove its administrative 
rights; Malicious hypervisors may take over operating systems when they obtain 
control of the kernel in this manner. Hypervisor code execution is invisible to any 
operating system-installed analysis tool. Virtual machine-based rootkits are malicious 
software that installs bad type 1 hypervisor [18,19]. Hypervisors of the type 2 kind 
enable the operation of virtual machines.  

 Hardware (Ring-3): -Malware, such as the Ring-3 rootkit, may infect hardware 
components and then conduct attacks against other devices outside of the CPU without 
worrying about being detected [20]). Malicious firmware updateis a typical method of 
gaining access to protected electronics. The firmware is the programming that runs the 
gadget that is embedded in every physical component. Occasionally, the firmware may 
be upgraded to address security issues and resolve defects. But if an attacker finds a 
hole in the update procedure, they may exploit it to install malicious firmware that the 
CPU cannot detect, giving them access to the machine. One prevalent kind of hardware 
infection is USB [21], IoT, and medical devices. 

2. Related Work 

This section provides a thorough evaluation of the research published in A Robust Machine 
Learning-based Framework to Leverage Classification of Malware. Also considered are the 
relevant works of many writers.  

2.1 Malware DetectionUsing Machine Learning 

Hussain et al., (2022)[22]discovered a malware detection system that relies on Machine 
Learning (ML) to assess the safety or danger of a Portable Executable file by analyzing data 
extracted from its header. Random Forest, Decision Tree, AdaBoost, Gaussian Naive Bayes 
(GNB), and Gradient Boosting are among the ML models used to fight the virus after the author 
does data preprocessing. To choose the best ML model for the given issue, it also compares 
several models. The Random Forest (RF) achieved the highest accuracy level of 99.44% in 
detecting malware, according to the trial data. Use this to create a Windows desktop application 
that checks for malware and lets users customize the scanning process. 

Shoaib and Feng, (2022)[23]discovered that to enhance the security of computer networks, it 
was possible to identify malicious traffic by comparing the results of malware analysis and 
detection using ML algorithms to determine the difference in correlation symmetry (Naive 
Byes, SVM, J48, RF, and the proposed method). Out of all the classifiers tested, DT(99%), 
CNN(98.76%), and SVM (96.41%) had the highest detection accuracy. In a specific dataset, it 
evaluated the efficacy of DT, CNN, and SVM algorithms in detecting malware using a small 
FPR. CNN attained 3.97%, SVM 4.63%, and DT 2.01%. Considering how common and 
advanced malicious software is, these results are significant. 
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Barath and Venkata, (2020) [24]proposed employing a combination of convolutional and 
recurrent neural networks as a method for malware software classification. While the proposed 
ensemble method attains a new benchmark of 99.8 percent overall accuracy, the LSTM 
network obtains 97.2% accuracy when distinguishing assembly files and 99.4% accuracy when 
classifying finished files. 

Sumitand Amol, (2020) [25]presented implementations of convolutional neural networks 
(CNNs) and hybrid CNNs (CNNs+SVMs). Using CNNs as an automated feature extractor is 
more efficient than the existing methods. Evaluate this in comparison to other CNN models 
that are currently available: VGG16 (96.06%), ResNet50 (97.11%), InceptionV3 (97.22%), 
and Xception (97.56%). Among them, the proposed model's 98.03 percent accuracy is the most 
impressive. 

Kumar et al., (2019) [26]utilizedanRF classifier, reached a static technique and got the 
maximum classification accuracy of 97.95%. The second reason the author utilized a dynamic 
method was that static analysis isnot always enough to decipher malware that has been encoded 
or packaged. At its peak, the RF classifier allowed us to get a classification accuracy of 99.13%. 
Finally, what it calls the Hybrid technique combines static and dynamic methods to get around 
the problems with each. Using Random Forest, our studies obtained a maximum classification 
accuracy of 99.74% in the first four seconds of malware operation, allowing us to categorize it 
into kinds. 

2.2 Malware Detection Using Deep Learning 

Alomari et al., (2023)[27]displayed an effective system for detecting malware using deep 
learning and feature selection. To detect malware and differentiate it from harmless actions, 
two databases are used. Using preprocessed datasets for feature selection based on correlation 
creates new datasets. Improving deep learning models using feature selection and LSTM on 
different versions of feature-selected datasets. Several metrics, including recall, accuracy, 
precision, and F1-score, are used to evaluate models following training. Feature selection can 
preserve the original dataset performance in some cases, according to the study. The degree to 
which performance varies is variable across datasets. The feature reduction ratios in the first 
dataset range from 18.18% to 42.42%, and the performance degradation is between 0.07% and 
5.84%. The second set of data shows a reduction rate between 81.77% and 93.5% and a 
performance degradation between 3.79% and 9.44%. 

Masum et al., (2022)[28] provided a framework for ransomware detection and prevention that 
is based on feature selection and uses various ML methods, such as designs based on neural 
networks, to categorize security levels. Several ML methods were used for ransomware 
classification, including Decision Tree (DT), RF, Naïve Bayes (NB), Logistic Regression (LR), 
and classifiers based on Neural Networks (NN). To test our methodology, the author only used 
one ransomware dataset.  

Sitaula et al., (2022)[29]evaluated thirteen distinct DL models that have already been trained 
to identify monkeypox. First, the author analyzes the outcomes using four well-established 
metrics: Accuracy, Precision, Recall, and F1-score. Then, it fine-tunes them by adding 
universal custom layers to each of them. The authoruses a majority vote on the probabilistic 
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outputs derived from the best-performing DL models to ensemble them and increase overall 
performance. Using a publically accessible dataset, it conducts tests that demonstrate the 
effectiveness of our suggested ensemble strategy. The results show an average Precision of 
85.44%, Recall of 85.47%, F1-score of 85.40%, and Accuracy of 87.13%. The suggested 
strategy may be useful for health practitioners doing mass screenings, according to these 
promising findings that surpass the state-of-the-art methodologies. 

He and Dong, (2019) [30]created a malware detection system that transforms malware files 
into visual representations and then classes those representations using CNNs. CNNs are 
trained with spatial pyramid pooling layers (SPP) to handle inputs of varying sizes. The author 
ran our system on both original and modified data to find out how effectively SPP and picture 
color space (greyscale/RGB) function. Duplicate API injection can be prevented with greyscale 
imaging, and the results show that memory restrictions make naïve SPP implementation 
impractical. 

Yuxin, and Zhu, (2019) [31]utilized a deep belief network (DBN) to detect malware by 
describing its opcodes, which are sequences of instructions. Three baseline malware detection 
models are evaluated about DBNs in terms of performance: one that utilizes decision trees 
(DT), one that employs support vector machines, and the third that uses the k-nearest neighbor 
algorithm. When compared to the baseline models, the DBN model achieves better detection 
accuracy, according to the experiments. 

3. Research Methodology 

In this part, the CIC-Malmem2022 dataset for malware classification is presented. Various 
tools, including PCA for feature extraction and RFE for feature selection, as well as ensemble 
approaches, which involve DTs,LightGBM, and Gradient Boosting, are explored further in the 
discussion of malware detection issues. 

3.1 Dataset Description 

The Canadian Institute for Cybersecurity has released CIC-Malmem2022, an academic dataset 
designed for studies on malware classification, with a focus on obfuscated malware in 
particular. Produced by running a feature extraction procedure on memory dumps, this dataset 
is structured. There are 29,298 benign records and 29,298 malicious records in the 58,596-
record dataset. 

3.2 Technique Used 

In this part, information is provided on the tools that were employed. 

 Principal Component Analysis  

Malware detection feature extraction is based on Principal Component Analysis (PCA). This 
method employs PCA on a massive dataset consisting of malware samples. By lowering the 
number of features, PCA decreases the data set, which might increase the detection algorithm's 
overall performance [32]. Primary component analysis (PCA) reduces the number of 
components involved in a function by evaluating factors including file size, API calls, system 
calls, opcode sequences, and byte n-grams [33]. By concentrating on the main components, 
PCA helps remove noise and capture vital information, allowing for the differentiation of 
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benign from malicious files. Using PCA to simplify malware data allows for the creation of a 
detection system that is both simple and effective [34]. 

 Recursive Feature Elimination  

A well-liked feature selection method in machine learning, Recursive Feature Elimination 
(RFE) identified the most critical process features [35]. In malware detection, RFE allows us 
to choose the most important traits that differentiate between false positives and real samples 
[36]. The significance of RFE in detecting functionality is crucial since it reveals patterns of 
harmful activity. The feature-oriented strategy of RFE improves the model's generalizability 
and prevents overfitting [37]. File size, API calls, device calls, opcode sequences, and byte-n-
grams are some of the essential data that RFE emphasizes, which improves the model's ability 
to identify malware [38]. When RFE is involved in feature set refining, a detection program 
may accurately and efficiently identify many different kinds of malware strains [39]. 

 Decision Tree 

When it comes to detecting and classifying malware, DTis an effective and definable way of 
doing so [40]. Malware detection often uses DT as classifiers. DT can classify files or system 
function types as risky or unhealthy by extracting attributes when trained on labeled data sets 
with instances of both types of software [41]. To improve the accuracy and simplicity of the 
model in general so has increased, cluster methods combine multiple DTs [42]. When it comes 
to malware detection, this can improve the generalizability of the model and its ability to detect 
different types of malicious behavior [43]. 

 Light Gradient Boosting Machine 

Large data sets with high dimensionality [44] are valid for LightGBMs. In general, negative 
research databases have more negative samples than non-negative ones [45]. A framework for 
dealing with imbalanced datasets in LightGBM helps improve model performance in smaller 
classes [46]. The ensemble learning approach supported by LightGBM allows for the 
integration of multiple simple models into one complex one [47]. This can be useful in 
improving the accuracy of malware detection algorithms in general [48]. 

 Gradient Boosting  

Gradient Boosting is an MLmethod that has been successful in several fields including virus 
detection. Some weak learners such as DT can have their predictions combined to form stronger 
learners using this ensemble learning technique. As an ensemble approach, many weak learners 
are used to produce a single strong one [49]. Overall, this ensemble technique enhances both 
model accuracy and generalizability. Gradient Boosting is resistant to various types of viruses 
and makes use of the predictions of many DTs [50]. It is this way that it can capture complex 
data relationships [51]. 

4. Proposed Methodology 

Figure 2shows how the research will be done and then its workflow will be detailed in 
subsequent sections. This section deals with the main steps for developing a model for detecting 
malware. Several significant stages are involved inthe creation of a system for the detection of 
malware. The complete dataset can be generated by gathering many samples from different 
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families and subtypes of malware. Later on,PCA is used to extract opcode sequences, byte n-
grams, file size, API calls, and system calls. When data is missing or partial, it is important to 
normalize and standardize the attributes to make sure that samples are uniform. When it comes 
time for feature selection, dimensionality reduction techniques like Wrapper RFE are employed 
to streamline the dataset while preserving all the relevant information. DT, Support Vector 
Machines, and CNN are some of the top machine-learning methods to consider in the fourth 
stage. Ensemble methods enhance accuracy by combining predictions from several models. 
Using a validation set, the model may be fine-tuned and made accurate after training. The 
model's accuracy, precision, recall, F1 score, and ROC curve analysis are assessed on a test set 
in the last phase. Confusion matrices are used to analyze malware categories. In adversarial 
testing, the model is trained to be more resistant to malicious samples that are intentionally 
changed. The last step in making sure the model can identify new types of malwares is to either 
release it into a test environment or provide an API for it to use. To keep the model up-to-date 
and effective against new malware threats, data must be updated often. 

 

Figure 2. Proposed Methodology 

4.1 Proposed Algorithm 

Start 

1. Data Collection: 

Obtain a collection of malware samples representing different families and subtypes. 

Let 𝑴 = {𝒎𝟏,𝒎𝟐, … ,𝒎𝒏}represent the collected malware samples. 

2. Feature Extraction (Principal Component Analysis): 
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Apply PCA to profile malware samples. 

Let𝑭 = {𝒇𝟏, 𝒇𝟐, … , 𝒇𝒌}act as representations of the features that were extracted, which 
comprise byte n-grams, opcode sequences, system calls, API calls, and file size. 

3. Normalization and Standardization: 

Make sure the extracted features are uniform by normalizing and standardizing them. 

Let's𝑵 = {𝒏𝟏, 𝒏𝟐, … , 𝒏𝒌}stand in for the homogenized and uniform characteristics. 

4. Feature Selection (Wrapper RFE): 

Use Wrapper RFE to reduce dimensionality and choose features. 

Let 𝑺 = {𝒔𝟏, 𝒔𝟐… , 𝒔𝒎}symbolize the chosen attributes following dimensionality reduction. 

5. Model Selection: 

Select the most effective ML algorithms, such as DT, Support Vector Machines, or 
Convolutional Neural Networks. 

Represent the chosen ML model as the Model. 

6. Ensemble Methods: 

The selected ML model should be denoted as a Model. 

Let EnsembleModelrepresent the combination of models. 

7. Training: 

Generate training set TrainSet, validation set ValSet, and test set TestSet. 

Train the model on TrainSetand tune hyperparameters on ValSet. 

Let TrainedModelrepresent the trained model. 

8. Evaluation: 

Apply several metrics to the test set to assess the model's performance. 

Determine the F1 score, recall, accuracy, and precision; use confusion matrices to conduct 
ROC curve analysis. 

Let EvaluationMetricsrepresent the evaluation results. 

9. Adversarial Testing: 

Evaluate the model's robustness against deliberate modifications in malware samples by 
conducting adversarial testing. 

Improve the model's resilience through adversarial training. 

Let AdversarialTestResults represent the outcomes of adversarial testing. 

10. Deployment: 

Create an API for malware classification or deploy the model in a safe environment. 

Maintain the model's efficacy against changing threats by regularly updating it with new data. 
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Let DeployedModelrepresent the deployed malware detection model. 

End 

5. Results and Implementation 

An ensemble ofMLmodels was used to experiment, including PCA, Wrapper RFE,and the 
proposed DT, XGBoost, and 
LightGBMmodels.Resultsfromtheseapproacheswereevaluatedusingthetesting and 
trainingdataset. 

5.1 Hyperparameter using validation set 

Table 1 shows the hyperparameters of a model and its performance on the validation set and 
test set.The model achieved an accuracy of 0.95 on the validation set and 0.95 on the test set. 
The best hyperparameters for the model were {'n_estimators': 200}. 

Table 1: Hyperparameters 

Parameters Values 

Accuracy on the validation set 0.95 

Best Hyperparameters {‘n_estimators’:200} 

Best accuracy on the validation set 0.95 

Accuracy on the test set 0.9996 

5.2 Ensemble Confusion Matrix 

The ensemble confusion matrix in Figure 3 shows the performance of an ensemble classifier 
on a four-class classification task. The ensemble classifier consists of multiple base classifiers, 
and the final prediction is made by combining the predictions of the base classifiers in some 
way. 
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Figure 3: Ensemble Confusion Matrix 

5.3 Performance of Machine Learning Classifiers 

Table 2 shows the performance of four ML classifiers: Decision Tree, XGBoost, Light GBM, 
and Ensemble. It compares them based on four metrics: Precision, Recall, F1-score, and 
Accuracy. 

Table 2: Performance of Machine Learning Classifiers 

Models Precision Recall f1-score Accuracy 

Decision tree 94.14 % 92.00 % 91.9 % 94.6 % 

XGBoost 95.21 % 93.00 % 93.15 % 95.87 % 

Light GBM 96.00 % 92.87 % 94.05 % 97.12 % 

Ensemble 99.87 % 98.54 % 99.85 % 99.96 % 

6. Comparison Analysis 

Table 3 shows the results of a classification task using three distinct machine-learning 
approaches. Out of the three methods, the suggested approach gets the best F1-score (99.85) 
and accuracy (99.96). On the other hand, compared to the other two methods, its recall is 
slightly lower at 98.54 instead of 100. As applied to this classification position, the suggested 
strategy seems to have good potential. Its accuracy and F1-score are higher than those of the 
other two methods.Theproposed method was chosen because it is well-suited to the current 
categorization job and can achieve the desired results while maintaining a reasonable balance 
between recall and precision. 
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Table 3: Comparison Analysis 

Author Technique Precision  Recall F1-score Accuracy 

Talukder et 
al., (2023) [52] 

Random Forest, ANN 99 % 99 % 99 % 100 % 

Smith et al., 
(2023) [53] 

ADABoost, 
RandomForest, 
Decision Tree 

100 % 100 % 100 % 99.95 % 

Proposed 
Method 

Ensemble (Decision 
Tree, XGBoost, and 
light GBM) 

99.87 % 98.54 % 99.85 % 99.96 % 

7. Conclusion  

As a conclusion, the increasing prevalence of malware is a major problem in today's cyber 
environment that threatens the security, privacy, and availability of data stored digitally. This 
study argues that ensemble machine-learning models should be used to create a more 
sophisticated malware detection system. The suggested method uses a strategic mix of PCA, 
RL, DT, XGBoost, and light GBM to improve accuracy and resilience; it leverages the full 
CIC-Malmem2022 dataset from the Canadian Institute for Cybersecurity.The study's findings 
highlight the effectiveness of the ensemble model, which achieved a remarkable accuracy rate 
of 99.96% on the test set. If you want your model to work as well as possible, you should tune 
its hyperparameters and examine the confusion matrix in depth. The proposed strategy is 
proven to be superior in identifying malware in comparison to existing methods. At the end of 
the article, recommended practices are suggested for a safe deployment environment, and the 
significance of regular upgrades to address changing cybersecurity risks is emphasized. 

Overall, this study shows how powerful ensemble ML models can be against malware and 
gives useful advice on how to build and keep up a reliable malware detection system in the 
dynamic cybersecurity industry. 
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