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ABSTRACT: 

All visual media are interpreted by a computer as a collection of numerical values. They need 
image processing algorithms to inspect the contents of images as a result of this method. This 
article compares 4 major image processing algorithms Single Shot Detection (SSD), Histogram 
of Oriented Gradients (HOG), Faster Region-based Convolutional Neural Networks (Faster-
RCNN), and You Only Look Once version 3 (YOLO) to find the fastest and most efficient of 
three. 

Using the Microsoft COCO (Common Object in Context) dataset for this comparison study, 
these four algorithms' efficiency is assessed, along with their advantages, and on the basis of 
metrics like accuracy, precision, and F1 score, limits are examined.  

According to the analysis's findings, the use cases that each algorithm applied is best suited to 
determine how suitable it is compared to the other three.  In the same testing setting, YOLO-
v3 performs better than SSD, HOG and Faster R-CNN is the most effective of the three 
algorithms. 

Keywords:  Object detection, SSD, HOG, FRCNN, YOLO-v3, COCO dataset 

INTRODUCTION: 
Due to cutting-edge findings in the fields of object identification, natural language processing, 
and image classification, deep learning technology has recently become a household term. The 
causes behind deep learning’s popularity, are large datasets that are readily available, and 
strong graphics processing units that make up the two sides of learning [1]. 
Nowadays, Image classification and detection are the most important pillars of image detection 
in the research area. There is plenty of dataset available that has achieved remarkable 
worldwide competition such as PASCAL, VOC, COCO OR KITTY, and ILSVR [1]. 
We want to analyse convolutional neural network (CNN)-based deep learning approaches for 
object detection. Convolutional neural networks are wonderful since they don't require 
manually made feature extractors or filters.[1] The contents of the paper are portrayed as 
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follows.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1 shows the organization of the paper. 
The contents of the article are portrayed as follows. Fig. 1 depicts the roadmap of the paper. 
Section 1 depicts the literature survey, Section 2 deals with the Evolution of CNN, Section 3 
deals with existing methodologies, Section 4 discussed datasets of object detection, and section 
5 discusses the experimental setup, Further, in the paper, the results and discussions with the 
conclusion are shown.  
The popularity of deep learning increased in the late 1980s and 1990s with the development of 
the backpropagation algorithm proposed by Hinton et al. [2]. Deep learning's popularity started 
to decrease in early 2000 as a result of a lack of massive data and powerful computers as 
compared to other machine learning tools [2].The outcomes of evaluating the performance of 
several algorithms on the same dataset can provide insight into comprehending the distinctive 
characteristics of each algorithm, how they vary from one another, and identify the most 
efficient object recognition technology for the given situation. 
 
I. Literature Survey: 
In recent time periods object detection has been an eminent topic for research. With the 
powerful learning tool and large datasets available deeper image features can be easily detected 
and studied. The goal of this study is to compile data on different object-detecting technologies 
and methods.  
This technique is utilized by several scholars to enable relevant comparisons to be made 
possible to form conclusions and use them in object detection. The goal of a literature review 
is to gain an understanding of our work.  
In another paper, the author proposed their research work to introduce tiny SSD. It’s a Single 
shot detection real-time deep convolutional neural network aimed at embedded object 
detection. Tiny SSD is made up of a highly optimized non-uniform Fire sub-network stack, 
this feeds onto a highly irregular sub-network stack efficient auxiliary convolutional feature 
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layers based on SSD, particularly created to reduce model size while maintaining the 
effectiveness of object detection [3]. In their research, Fan et al. suggested an enhanced 
pedestrian identification system based on the SSD model of object detection. In this piece, they 
included the Squeeze-and-Excitation model as a further layer to their multi-layered.  
The SSD model has a layer. The enhanced model made use of self-learning that went even 
improved the system's accuracy for small-scale pedestrian detection. Experiments on the 
INRIA dataset demonstrated good precision [4]. 
R. Shaoqing introduces a Region proposal network (RPN) that shares full-image convolutional 
features with the detection network. It predicts object bounds & abjectness scores at each 
position. Fast Region based CNNs take advantage of GPUs [5]. The basic knowledge of R-
CNN, Fast R-CNN, Faster R-CNN was discussed in this paper. The RCNN method trains 
CNNs end-to-end to classify proposal regions into object categories or background. R-CNN 
mainly plays as a classifier & it doesn’t predict object bounds. Its accuracy depends on the 
performance of the region proposal module. Fast R-CNN enables end-to-end detector training 
on shared convolutional features & shows accuracy & speed. Faster R-CNN system composed 
of two modules. The first module is fully convolutional network that proposes regions & 
second is the fast R-CNN detector that uses proposed regions [5].  
Loss function for an image is defined as: 
 

𝐿({𝑃 }, {𝑡 }) = ∑ 𝐿 (𝑃 , 𝑃∗) +  𝜆 ∑ 𝑃∗ 𝐿 (𝑡 , 𝑡∗) 

 
Here, i is the index of an anchor in a mini-batch & 𝑃  is the predicted probability of anchor I 
being an object [5]. 
Another research work done by researcher Kim C. discusses CNN with background subtraction 
to build a framework that detects and recognizes moving objects using CCTV (Closed Circuit 
Television) cameras. It is based on the application of the background subtraction algorithm 
applied to each frame. And for the practical experiments, they constructed datasets from 
various real-world CCTV cameras [6]. 
In the research work done by Joseph Redmon acquired that Unlike sliding window and region 
proposal-based techniques, YOLO technique sees the entire image during training and test time 
so it implicitly encodes contextual information about classes as well as their appearance.  
Fast R-CNN, a top detection method, mistakes background patches in an image for objects 
because it can’t see the larger context. As compared to Fast R-CNN, YOLO makes less than 
half the number of background errors [7]. YOLO can be used to rescore Fast R-CNN detections 
and reduce the errors from background false positives, giving a significant performance boost. 
Finally, it is proved in the research paper that YOLO generalizes to new domains better than 
other detectors on two artwork datasets.[7] 
II. Evolution of CNN: 
Convolutional Neural Network (CNN): Convolutional Neural Network (CNN) is one of the 
most successful deep architectures as manifested by its remarkable achievements in many real-
world applications. CNN is mainly used to analyze images. The state-of-the-art CNN 
architectures such as VGGNet, ResNet, and GoogLeNet, designed by experienced researchers, 
exhibited performance competitive to humans. However, crafting such powerful and well-
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designed networks requires extensive domain knowledge and expertise in neural network 
design.[8]. 
The principal area of the brain processing visual sensory data is the visual cortex. It takes 
features out of images and detects structures and patterns to find items. It stands out 
characteristic is the presence of hidden convolutional layers. The filters are used by these layers 
to make patterns out of pictures. To produce the result, the filter moves across the image. 
Different filters identify various patterns. Filters in the initial layers can identify simple object 
patterns. Over time, they develop layers that make them increasingly complicated, as 
follows:[9] 
1. NEOCOGNITRON (1979-1980)- It’s the earliest precursor of CNNs. The concept of 
feature extraction, pooling layers & using convolution in a Neural Network was introduced & 
finally, recognition or classification at the end was proposed in the Noncognition. The process 
of feature extraction by S-cell & C-cells was repeated [18]. 
2. LeNet-5(1988-1998)-The name convolutional Neural Networks actually originated with 
the design of LeNet by Yan LeCum & team. It was developed between 1988-98 for the 
handwritten digit recognition task. The credit for the newer architecture of CNN’s goes to 
ImageNet. Finally, in 2012, Alex with CNN architecture popular to these days named as 
AlexNet.It reduces error from 25.8% to 16.4%[18]. 
3. AlexNet(2012)- was the first winner of the ImageNet challenge and was based on a CNN 
and since 2012.AlexNet has 8 layers in total, trained on the ImageNet dataset. It introduces 
Rectified Linear Unit (ReLU) as an activation function. It has about 60 M parameters. It’s about 
90-95% computation but only about 5% of the parameters[18]. 
4. ZFNet (2013)- NFNet become winner of ImageNet LSRVC.Little changes are done in 
ZFNet irrespective of the ImageNet. Filter size was changed, and careful selection of 
hyperparameters. There was a significant decrease in the top 5 errors from 16.4% to 11.7%. 
5. VGGNet (2014)- Invented by visual Geometry Group. It is a challenge for ImageNet, get 
a lower error rate on the ImageNet classification. Homogeneous architecture & smaller 
receptive fields were other key features in the design [18] 
6. GoogleNet (2014)-It again focused on deeper networks but with the objective of greater 
efficiency to reduce parameter count, computation and memory usage. Inception named 
module was introduced. The solution to increasing the performance of the deeper model is 
ResNet[18] 
7. ResNet(2015)- Kaiming He et.al from Microsoft Research came up with an idea of residual 
blocks which are connected to each other. A residual network is a stack of many residual 
blocks. Each block has 3×3 convolutional layers. ResNet won first place in all ELSVRC & 
COCO 2015competitions &continued a popular choice for several applications [18]. 
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Fig 2: Evolution of CNNs from 1979 through 2018 [11] 

Obtaining estimates & Analyses of the Effectiveness of the modules of CNN 
In addition to the type of errors, to estimate the CNN modules & errors visually indicate the 
number of notches images that were fed to the input of each model. 
In table1.shown the result of the considered neural networks with one model & one cut-out 
based on ImageNet images. [12] 

Neural Network Top-1 Top-5 No of Layers  No.of 
operations 

AlexNet 39,7% 18,9% 8 70 M 
ZFNet 37.5% 14.8% 8 70 M 
VGGNet 25,60% 8,10% 19 155M 
GoogleNet 29,00% 9,20% 22 10 M 
Inception-v3 21,20% 5,60% 101 35 M 
ResNet-152 18,38% 4,49% 152 65 M 

                 Table-1: Result of the considered Neural Networks on ImageNet [12] 
Datasets: 
The most commonly used datasets used for image classification and detection are Microsoft 
COCO and PASCAL VOC. For review analysis, COCO is used as an evaluation metric and 
dataset. They applied different behaviours of analysis that leads to better precision but also for 
improving speed, performance, and accuracy [26]. 
For object detection tasks the use of computationally costly architectures and algorithms such 
as RCNN, SPP-NET (Spatial Pyramid Pooling Network) the use of smart data sets; datasets 
having varied objects, and images that have again various objects. That objects have become 
necessary dimensions. In the case of live video feed monitoring, the cost of image detection 
becomes too high. Recently more developments occur in the COCO data sets for training and 
classification [2]. The COCO dataset is a more popular and widely used dataset as per some 
research papers [2]. The classes used namely pattern Analysis, Modelling and Computational 
Learning Visual object classes, ImageNet, and SUN (Scene Understanding). The above-
mentioned data sets vary hugely based on size, categories, and types. ImageNet was made to 
target a wider category where the number of different categories is powered. In one of the 
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modular approach SUN where the region of interest was based on the frequency of them 
occurring in the data set. Microsoft Common Object in Context is made for the detection and 
classification of the object in their classic nature [2]. 
I. Experimental setup 
Hardware 
The hardware comprised 8 GB DDR5 Random Access Memory, 1 TB Hard Disk Drive, 256 
GB Solid State Drive, and Intel Core processor i5 8th Generation which clocks at a speed 
1.8Ghz. 
(Figs. 3, 4, 5, 6, 7, 8, 9, and,10).[36] 
Software 
The software configuration put to use is the Google Colab using an inbuilt engine called Python 
3 Google Compute Engine Backend or Jupiter Notebook. It provides a RAM of 12.72 GB of 
which 3.54 was used on average. Also, it provides a disk space of 107.77 GB of which 74.41 
GB was used which included the training and validation datasets. The hardware accelerator 
used was the synthetic GPU offered by Google Colab (Tables 2 and 3). 
Existing Methodologies: 
SSD: Due to the fact that SSD fully eliminates proposal generation and the subsequent pixel 
or feature resampling phases and incorporates all computing in a single network, it is simpler 
than approaches that call for object proposals.[8]. The fig 13. Bellow shows the SSD 
Model[32]. 
 

 
SSD framework. (a) SSD only needs an input image and ground truth boxes for each object 
during training. In a convolutional fashion, we evaluate a small set (e.g. 4) of default boxes of 
different aspect ratios at each location in several feature maps with different scales 
(e.g. 8×88×8 and 4×44×4 in (b) and (c)). For each default box, we predict both the shape 
offsets and the confidences for all object categories ((c1,c2,⋯,cp)(c1,c2,⋯,cp)). At training 
time, we first match these default boxes to the ground truth boxes. For example, we have 
matched two default boxes with the cat and one with the dog, which are treated as positives 
and the rest as negatives. The model loss is a weighted sum between localization loss and 
confidence loss (e.g. Softmax).[8] 
The SSD method uses a feed-forward convolutional network to generate a fixed-size collection 
of bounding boxes and scores for the existence of object class instances in those boxes. A non-
maximum suppression step is then used to get the final detections [8] 
In addition, compared to other ways, it is fairly simple. Because it fully eliminates feature 
resampling, which is a requirement for object proposals. By including all computation in a 
single step during the pixel and proposal creation network. Therefore, SSD can be easily 
integrated into systems that perform detection as one of their functions and are very simple to 
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train [8]. 
Compared to R-CNN [13] SSD has less localization error, indicating that SSD can localize 
objects better because it directly learns to regress the object shape and classify object categories 
instead of using two decoupled steps. However, SSD has more confusion with similar object 
categories (especially for animals), partly because we share locations for multiple categories. 
SSD is very sensitive to the bounding box size. In other words, it has a much worse 
performance on smaller objects than bigger objects. This is not surprising because those small 
objects may not even have any information at the very top layers [13]. 
Increasing the input size (e.g. from 300×300300×300 to 512×512512×512) can help improve 
the detection of small objects, but there is still a lot of room to improve. On the positive side, 
we can clearly see that SSD performs really well on large objects. And it is very robust to 
different object aspect ratios because we use default boxes of various aspect ratios per feature 
map location [13]. 
 

 
Fig.13 SSD Model[32] 
Faster R-CNN: 
Problem 
How do you find multiple objects in an image with tight bounding boxes? 
Solution 
Use a (pretrained) Faster RCNN network. Faster RCNN is a neural network solution for finding 
bounding boxes of objects in an image. 
The Fast RCNN algorithm, which was an advancement over the Fast RCNN, gave rise to the 
Faster RCNN algorithm. These algorithms all function similarly; A region proposer suggests 
potential rectangles that could have attractive images and determines what—if anything—can 
be seen there using an image classifier. 
Faster RCNN trains the region proposal in parallel on the same feature map on which the image 
classification is done [19]. 
The object detection system, called Faster R-CNN, is composed of two modules. The first 
module is a deep fully convolutional network that proposes regions, and the second module is 
the Fast R-CNN detector that uses the proposed regions.[5] The entire system is a single, 
unified network for object detection (Fig.12) Using the recently popular terminology of neural 
networks with ‘attention’ mechanisms, the RPN module tells the Fast R-CNN module where 
to look.  
The algorithm of the original RCNN is as follows: [23] 
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1. Using a Selective Search Algorithm, several candidate region proposals are extracted from 
the input image. In this algorithm, numerous candidate regions are generated in the initial sub-
segmentation. Then, regions that are similar are combined to form bigger regions using a 
greedy algorithm. These regions make up the final region proposals.[23] 
2. The CNN component warps the proposals and vectorizes the extracted distinctive features 
output. 
3. An SVM (Support Vector Machine) is used to recognize things of interest in the proposal 
using the retrieved features. 
 

 
 

Fig. 12-1 R-CNN Model[33] 
 
Faster R-CNN outputs numerous feature maps from a deep CNN after receiving an input image. 
Instead, these convolutional feature maps create region recommendations of the first raw 
image. Additionally, sliding windows and related techniques are replaced by a Region Proposal 
Network (RPN) for the development of region proposals [22]. Another one is RPN a deep fully-
convolutional network with object bounding box prediction training. The objectness score (the 
likelihood that an object will be found in a particular location) at each simultaneously, the 
feature map grid's position. Fast RCNN is an algorithm used for object detection. It solves the 
drawback of RCNN [25]. 

 
 
Fig.12-2Faster R-CNN [22] 
There were numerous issues with this method. The training of the CNN takes a long time 
because it needs to categorize 2000 region ideas. This renders real-time implementation 
impossible because it would take about 47 seconds for each test image to complete. 
Additionally, because the Selective Search Algorithm is a fixed algorithm, machine learning 
could not be used. This can lead to the generation of candidate region ideas that are less 
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desirable [23]. 
It uses an approach similar to that of its predecessor, but as opposed to using region proposals, 
the CNN utilizes the image itself for creating a convolutional feature map, following which 
region proposals are determined and warped from it. 
An RoI(Region of Interest) pooling layer is employed for reshaping the warped squares 
according to a predefined size for a fully connected layer to accept them. The region class is 
then predicted from the RoI vector with the help of a SoftMax layer [25]. 
Fast RCNN is faster than its predecessor it is not necessary to feed the CNN 2,000 suggestions 
as input to each execution. Convolutional processing is used to create only one feature map per 
image [25]. When compared to R-CNN, this algorithm demonstrates a significantly shorter 
training and testing time. However, it was noted that adding the regional proposal bottlenecks 
the algorithm severely, lowering its performance [5]. 
For determining the region Proposal Fast CNN and its predecessors both use the selective 
search algorithm which is a faster search algorithm for image detection [26]. 
Faster R-CNN did away with the requirement for its implementation because this is a very 
time-consuming technique and allowed the suggestions to be learned by the system. Similar to 
how Fast R-CNN works, a convolutional map is created from the image[26]. But a separate 
network replaces the Selective Search algorithm to predict proposals. Using RoI (Region of 
Interest) pooling these proposals are then reshaped and classified[26]. 
 
Complexity analysis: 
Selective Search was used by both Region based Convolutional Neural Network (RCNN) and 
Fast-RCNN. One of the Greedy Algorithm is a Selective Search algorithm and Greedy 
algorithms don’t always return the best result [34]. Also, it needs to run multiple times. 
However, RCNN runs selective search about 2000 times on the image. Fast-RCNN extracts all 
the regions first and runs selective search just once. This way it reduces time complexity by a 
large factor Fig. 13 SSD model [32] Fig. 12-1 R-CNN model [33] 
Faster RCNN (FRCNN) removes the final bottleneck—Selective Search. It does so by instead 
using the Region Proposal Network (RPN). RPN fixes the regions as a grid of n ×n. It needs to 
run fewer number of times as compared to selective search [5]. As shown in the diagram above, 
FRCNN consists of Deep Fully Convolutional Network(DFCN), Region Proposal Network, 
ROI pooling, Fully Connected (FC) networks, Bounding Box Regressor and Classifier. 
We will consider DFCN to be ZF-5 for consistent calculation [20]. First feature map, M of 
dimensions 256 × n × n is extracted from input image. [35]. Then it is fed to RPN and ROI. 
RPN: There are ‘k’ anchors for each point on M. Hence, Total anchors = n × n × k. 
Anchors are ranked according to score; 2000 anchors are obtained through non-Maximum 
Suppression [5]. The Complexity comes out to be O(N2/2). 
ROI: Anchors get divided into H × W grid of sub-windows based on M. Output grid is obtained 
by max-pooling values in corresponding sub-windows. ROI is special case of spatial pyramid 
pooling layer used in SPP-net, with just one pyramid layer [25]. Hence, complexity becomes 
O(1). 
VOLOv3: 
In morden era,YOLO(You Only Look Once) is one of the most efficient and accurate 
algorithms for object detection available nowadays. It is only possible because of a truly altered 



 

 

Semiconductor Optoelectronics, Vol. 41 No. 12 (2022) 
https://bdtgd.cn/ 

1638 

& customized Darknet architecture [27].The first version of DarkNet was inspired by 
GoogleNet, to sample down the image & an image prediction tensor was used to get more 
accuracy. To decrease the no. of individual computations and make an analysis switter; the 
tensor is generated on the basis of similar structure & procedure which is also seen in the 
Region of Interest (ROI) that is pooled & compiled and that is used in faster R-CNN network. 
The generation utilized are architecture with just 30 convolutional layers from which only 19 
layers are considered from Darknet-19 & extra 11 for detection of natural objects or objects in 
natural context as the COCO dataset & matrices have been used. It provides more accurate 
detection & with good speed. It fought with pictures of small objects & small pixels. But this 
is the drawback of version 1 & 2. YOLO version 3 has been the greatest & most accurate 
version of YOLO which has been used widely because of its high precision. This is possible 
because of multiple layers in the architecture.[28] 
YOLOv3 makes use of the latest darknet features like 53 layers & it has undergoes & it has 
undergone training with one of the most reliable datasets called ImageNet. The layers used are 
from an architecture DarkNet-53 which is convolutional in nature. For detection, 53 layers 
were supplemented instead of the pre-existing 19 & this enhanced architecture was trained & 
instructed with PASCAL VOC. After adding so many layers (53 layers) the architecture 
maintains one of the best response times with accuracy. It is also very helpful in analyzing real 
video feeds because of its object detection techniques. This version is very useful in analyzing 
satellite imaging even for the defense department of some of the countries’ previous versions 
because the previous version did not work well with the images in small pixels. The architecture 
works in 3 different layers which makes it more efficient but the process is slower. 
Complexity Analysis: 
The YOLO network is based on a systematic division of the given image into a grid. The grids 
are of 3 types. These grids undergo further divisions and They serve as separate images for the 
algorithm. YOLO utilizes boundaries called bounding boxes. Bounding boxes are the anchors 
for the analysis of an image. These boxes are essentially acknowledged as results even though 
thousands and thousands are ignored because of the low probability scores and are treated as 
false positives. These boxes are the exhibition of the laborious breaking down of an image into 
grids of cells [29-31]. 
YOLO uses a K-means clustering named algorithm to clutch the boxes among the training data 
for determining suitable anchor box sizes, these prior boxes are the guidelines for the algorithm. 
After receiving the abovementioned data, the algorithm looks for objects with symmetrical 
shapes and sizes. YOLO uses 3 boxes as an anchor so each grid cell puts out 3 boxes. Further 
predictions and analysis are based on these 3 anchor boxes. Some cases and studies involve the 
use of 2 anchor boxes leading to 2 boxes per grid cell [30]. The use of the K-means clustering 
algorithm gives exponential time complexity O(kd) where k is the number of images and d is 
the dimension of the images. The creators have made YOLOv3 the fastest image detection 
algorithm among the ones mentioned in the paper and this will be after a thorough and stable 
optimization technique. 
 
Result and Discussion: 

Fig 3: YOLO Architecture[13] 
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Fig: 4 YOLO Model ConvNet [14] 

 
Fig 5: Annotation pipeline [15] 

 
Fig:6 Categories of images[10] 
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Fig: 7 The classes of objects considered in the challenge [16] 

 

 
Fig 8: Graph for SSD [13] 
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Fig:9 Graph for Faster R-CNN [13] 
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Fig.10: Graph for YOLO-V3 [13] 
 

 
 
Fig.11: Compared with YOLOv3, the new version of AP (accuracy) and FPS (frame rate per 

second) are improved by 10% and 12%, respectively [17] 
   
 Table 2: COCO metrics [10] 
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Conclusion: 

The research paper presents the comparative study of several image processing algorithms 
using deep learning. As it has a large dataset; It will help the researcher to find out the more 
accurate result from the data. As compared to Faster CNN, YOLO V3 provides more accuracy 
& result. The field of Computer vision is blessed with a large amount of labeled data. In the 
future, we will continue looking for ways to bring different structures and sources of data 
together to make stronger models of the visual world.[37] 
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